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FOREWORD

The last few years have seen a plethora of books on the theory and
practice of systems analysis. This is the first text, however, that concentrates
on the cost analysis aspects of systems analysis. In a real sense it is long
overdue. Our experience at the Defense Department indicates that
appropriate conceptual treatment of cost and cost estimation accuracy
are the two areas where past systems analyses have most frequently come
to grief. We have seen carefully structured system studies, on which
hundreds of analyst hours have been expended, arrive at what, in retro-
spect, are totally invalid conclusions, simply because of major deficiencies
in the cost analyses on which they were based.

The study and analysis of the costs of defense are importaat not only
for the obvious budgeting and accounting reasons, but also because costs
are a measure of other defense capabilities foregone. The size of the
defense budget limits the amount we can spend on defense. Monies spent
021 one program, obviously, are not available to spend on another. There-
fore, properly constructed cost estimates and cost analyses are essential
because an accurate assessment of the cost of individual programs is the
first necessary step toward understanding the comparative benefits of
altcruative programs and capabilities. Thus, without proper analysis of
«osty, defense decisionmakers will not understand the alternative forces

and cupabilities available to them and will be deprived of flexibility in-

planning.

Our sponsorship of this book is a recognition of the Defense Depart-
meat’s n<ed for people trained to perform the cost analysis function
properly. We realize that the performance of this function is more than a
matter of cost accounting, more than the preparation of cost estimates for
short-term operating decisions; that it, in fact, requires structuring and
analysis of resource alternatives in a full planning context. The capability
to carry out these tasks requires an extensive familiarity with the total
systems analysis process. Thus, the various chapters of this book address
specific cost analysis problems, but alwayvs within the total systems analysis
framework. This is a text for the teaching of force planning cost analysis

* it should properly be taught, as a subset of systems analysis.

While the primary objective of this book is to assist in the training of
analysts in the national security area, and all the case problems posed are
defense oriented, its spillover value should be considerable. The methods
and techniques of systems analysis that were developed to cope with
defense proviems have been found extremely useful in transportation,

xi
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health, public housing, and environmental protection resource planning,.

The approach to cost analysis described in this text should be equally
transferable.

DonaLD B. Rice
Deputy Assistant Secretary of
Defense (Resource Analysis)

Washington, D.C.
Spring 1970
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Chapter 1

INTRODUCTION

The Setting

Modern governments have to devote considerable time and effort to
planning for the future. Inevitably, since resources are limited, the central
issues in most planning problems concern resource allocation decisions.

Making major resource allocation decisions is difficult for many reasons.
Objectives are not always clear-cut, and, typically, numerous alternative
ways may be possible for attaining a given set of objectives. Moreover,
uncertainties are likely to be abundant and pervasive particularly in those
cases where lead time - the time from program ipitiation to the beginning
of operations — spans a number of years. In the Department of Defense,
for example, the lead time for a new military capability can be as long as
10 or more years. Long lead times invariably make planning more difficult,
mainly because uncertainties are compounded as time horizons extend
farther into the future.

Ultimately, most major long-range planning decisions have to be made
primarily on the basis of the experience and judgment of the decision-
makers. But resource allocation problems have become increasingly
complex; and more and more it has come to be recognized that for
decisionmakers to exercise their judgment eflectively, ways must be found
to assist them in dealing with complicated and interrelated issues. The
result has been that attempts have been made to develop analytical
concepts, methods, and skills to be used in generating information which
will be useful in the planning process. One of the most important of these
aids to decisionmaking is called systems analysis.

Systems analysis is discussed at some length in the next chapter. For the
purposes of the present discussion it may be viewed as an analytical
approach to, or way of looking at, a complex problem of choice under
varying conditions of uncertainty. A fundamental characteristic of the
approach is the systematic examination of objectives in a given area and
of the alternative ways of achieving these objectives. Accordingly, systems
analysis has many facets, but most of them can be associated directly or
indirectly with an attempt to determine both the effectiveness (utility,
benefit) of alternatives and their cost (or disutility).

What This Book Is About
This book is concerned with cost considerations in systems analysis. While

1
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2 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

effectiveness or utility considerations are thus not the prime focus, the
discussion of cost analysis concept: 4i':1 methods is always presented in the
systems analysis context.

The following chapters are concerned primarily with questlons jrke

I. What concepts of cost are appropriate for dealing with resource
considerations in systems analyses of long-range planning prob-
lems?

2. What analytical methods should be used in assessing the resource
impact of proposed future alternatives for meeting objectives in a
given problem area ? How might uncertainties be taken into account
explicitly in such analyses ?

3. How should the results of cost analyses be presented in order to be
most useful in the larger systems analysis and hence to the decision-
makers?

At this point it is important to recognize what this book is not. It is not
about cost accounting, ‘cost estimating for current operations, cost analysis
in support of detailed engineering design activities, cost estimating for next
fiscal year’s operafing budget, and the like. No doubt portions of the
material would be of some use in efforts like these, but the main concern
of this volume is major resource allocation decisions in the long-range
planning context, ! and the basic concepts stem from the field of economics.

Moreover, this book limits its attention to questions of national security.
Thus, in dxscussfng specific concepts and methods of analysis, the concern
is primarily with assessing the cost implications of alternative future
military capabilities, However, most of the basic ideas are applicable, at
least in part, to othei'yealms: for example, health, education, transporta-
tion, public order, and the like.

Finally, the objective Rere is not to present a ‘“‘cookbook” of detailed
procedures. Nor is it to deal only with abstract concepts. The main thrust
is toward the middle ground, with a view to promoting understanding of
how cost analysis concepts and methods can substantively support the
systems analysis process. Examples are used to illustrate key points.

Organization of the Remainder of the Book
The initial chapters contain the background material necessary to provide
an appropriate setting for the subsequent detailed treatment of military

! The specific meaning of “long-range™ is, of course, context dependent and can range
from 10 years or more (in the case of alternative proposals for n. w capabilities) down to
a much shorter period (if, for example, the problem concerns the modification of existing
systems).




s
!

INTRODUCTION 3

cost analysis. Chapter 2 is designed to give the reader a general under-
standing of systems analysis. Chapter 3 turns to economic thecory and
discusses various concepts of cost, including problems associsted with
time. These chapters, together with the present one, comprisc the lasic
conceptual setting, and the discussion then turns to military cost analysis
per se. The transition is provided in Chapter 4, which outlines the main
characteristics of the framework within which military cost aralysis must
be performed, given the basic concepts set forth in Chapters 2 and 3.

Chapter 4 is oriented primarily toward the cost analysis of the output or
end-product side - that is, potential military capabilities which are in some
way related to the achievement of future national security objectives. In
Chapter 5 the orientation switches to the input side, the dimension in
which most of the basic work of cost analysis must be carried out. Here,
types of inputs to the cost analysis process are discussed, and input
structures are presented. The discussion of input structures sets the stage
for a vitally important subject: the derivation and use of estimating
relationships. Estimating relationships, which are cdcvices that relate
various categories of cost to key cost-generating variables, form the heart
of a cost analysis capability. Chapter 6 is devoted to this subject.

The input and output dimensions are combined in Chapter 7, which
deals with cost models. Types of cost models and illustrations of their uses
are presented and discussed.

Chapter 8 covers special topics, some of which - such as the treatment
of uncertainty and problems associated with time — will have been aliuded
to previously but not discussed in the necessary depth.

Chapter 9 goes back to the beginning — to systems analysis. Here the
objeciive is to preseni several examples of systems analysis studies and o
show how the cost considerations are handled. Finally, Chapter 10 contains
a summary and offers some speculations aboui the future of cost analysis.

Summary

The main points in this chapter may be summarized as foilows:

1. There is widespread and justifiable interest in dcveloping improved
approaches to handling resource allocation problems associated with major
program decisionmaking processes in the context of long-range planning.

2. Systems analysis is one such approach. A systems analysis is a study
designed to aid decisionmakers by systematically investigating the relevant
objectives in a given problem area and the alternative ways of achieving
these objectives. Two important facets of systems analysis are: (a) effective-
ness (utility) considerations and (b) cost (disutility) considerations.
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4 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

3. This book is concerned with cos? considerations in systems analyses
of long-range planning problems. The basic concepts stem from the field of
€CONOmics.

4, Attention focuses on problems concerning the national security.
However, mosi of the basic ideas are applicable to nonmilitary realms.

Suggested Supplementary Readings

1. Charles J. Hitch, Decision-Making for Defense, Chap. 11, **Planning-Programming-
Budgeting,” (Berkeley and Los Angeles: University of California Press, 1965), pp.
21-39,

2. William A. Niskanen, “The Defense Resource Allocation Process,” in Stephen Enke
(ed.), Defense Managemenr (Englewood Cliffs, N.J.: Prentice-Hall, Inc., 1967),
pp. 3-22.

3. T. Arthur Smith, “Economic Analysis and Military Resource Allocation,” in
Economic Analysis and Military Resource Allocation (Washington, D.C.: Office,
Comptroller of the Army, 1968), pp. 3-18.
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Chapter 2

WHAT IS SYSTEMS ANALYSIS?

Introduction

The spectrum of resource allocation problems is very broad. At one
extreme, the ideal prescription for resource allocation in a society is to
maximize a weighted sum of all objectives by an efficient allocation of
resources. But such an ideal is, and will remain, unattainable. We cannot
know how to weigh one objective against all others, nor could so huge a
policy analysis be undertaken even if we knew the appropriate weights to
place upon objectives.

The central conceptual problems in policy studies stem from these
inevitable analytic deficiencies. We are driven to “sub-optimizations™ that
are much narrower, but more tractable, policy analyses.! As a result,
“spillover’ benefits and costs will not be automatically taken into account,
although they may be very important. Therefore, the policy analyst must
carefully structure his study to make appropriate, although necessarily
imperfect, allowances for spillover benefits and costs, which raises difficult
conceptual and practical issues.

From the viewpoint of this book, one particular rzgion of sub-
optimization is of special interest: the region just a few steps down from
the ‘“grand optimum.” Examples of Department of Defense resource
allocation problems in this area are:

1. Seeking preferred general war policies or strategies, end the
preferred mix of future strategic offensive and defensive forces to
implement such policies or strategies.

2. Secking the preferred mix of future military airlift, sealift, and
prepositioning of supplies and equipment.

3. Determining the preferred configuration and armament of a future
long-endurance antisubmarine aircrafi to patrol and destroy enemy
submarines.

Systems analysis is concerned primarily (though certainly not exclusively)

1 Generally speaking, all resource allocation decisions below the *“‘grand optimum" level
are referred to as “‘sub-optimizations.” As Hitch and McKean put it, ‘At the highest
level, the decision-makers seek a grand optimum. At lower levels, they sub-optimize.”
See Charles J. Hitch and Roland N. McKean, The Economics of Defense in the Nuclear
Age (Cambridge, Mass.: Harvard University Press, 1960), p. 396.

5
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6 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

with these kinds of problems. At its present state of development, systems
analysis cannot now help very much in dealing with the grand optimum.?
In the other direction, at relatively low levels in the decision hierarchy, a
full systems approach is usually not required; narrower context techniques
like those used in the management sciences may suffice.?

Definition of Systems Analysis

Attempting to define systems analysis is difficult for several reasons. First
of all, the term itself already has several established meanings, which vary
from person to person. To make things worse, numerous other terms are in
current usage which in some contexts have a systems analysis connotation,
but which in others have a somewhat different meaning. Some examples
are: cost-benefit analysis, systems engineering, cost-effectiveness analysis,
operations research, and operations analysis. No attempt will be made here
to resolve this terminological problem or to differentiate among the
subtleties of meaning of these words.* Rather we shall procecd with a
definition of systems analysis as we shall use it in this book and then discuss
some of its more important characteristics.

Systems analysis may be defined as inquiry to assisr decisionmakers in choosing
preferred future courses of action by (1) systematically examining and reexamining
the relevant objectives and the alternative policies or strategies for achicving them;
and (2) comparing quantitatively where possible the economic costs, effectiveness
(benefits), and risks of the alternatives.®

It is more a research strategy than a method or technique;® and in its present state
of development it is more an art than a science, although scientific methods are
utilized wherever possible. In sum, systems analysis may be viewed as an approach
to, or way of looking at, complex problems of choice, usually under conditions of
unceriaiaty.

The italicized words in the above definition deserve special comment.
The word *‘assist” is italicized to emphasize that systems analysis is not

2 To the knowledge of the present author, no other research strategy can help much
cither, and none is likely to be superior to systems analysis.

3 For example, problems associated with determination of stock level policy can best be
tackled through the use of presently developed inventory management techniques.

* A good discussion of the semantics problem may be found in Edward S. Quade (ed.),
Analysis for Military Decisions (Chicago: Rand McNally & Company; Amsterdam:
North-Holland Publishing Company, 1964), pp. 2-12; and E. S. Quade and W, I
Boucher (eds.), Systems Analysis and Policy Planning: Applications in Defense (New
York: American Elsevier Publishing Co., Inc. 1968), pp. 1-5.

3 This definition is very similar to that contained in Quade, op. cir., p. 4. It stresses the
analytical usage, where the boundaries of the “system™ extend or contract significantly,
depending upon the particular problem at issue. This contrasts with the edministrative
usage, where it is convenient to define the boundaries of a “system” in a fixed way so as
to relate it to an administrative task (for example, to coordinate logistics support for the
B-52 force).

 See Quade and Boucher, op. cit., p. 2.




WHAT IS SYSTEMS ANALYSIS ?

designed to replace the judgment of the decisionmakers. Rather, the
objective is to provide a better basis for exercising that judgment through
the more precise statement of problems, the discovery and outlining of
alternatives, the making of comparisons among alternatives, and the like.’
In practically no case should it be assumed that the results of the analysis
will *“make” the decision. Tt . -eally critical problens are too complex,
and there are too many incomm. ssurables (for example, political, psycho-
logical, and sociological considerations) that cannot be taken fully into
account in the analytical process, especially in a quantitative sense. In
sum, the analytical ¢ffort should be directed toward assisting the decision-
maker in such a way that this basis for judgment is better than it would be
without the results of the analysis. And in many instances even a modest
amount of incisive analytical work can have a high payoff.®
The word “‘reexamining’ is italicized in the definition to stress the fact
that systems analysis typically involves an iterative process of formulation,
testing, reformulation, retesting, and so on. The initial structuring of tne
problem rarely turns out to be adequate. The original set of alternatives
may be incomplete and may not even contain those that are most relevant.
Additional alternatives usually have to be generated (oftentimes invented)
and investigated. Even the original objectives usually have to be modified
as the analysis unfolds and as suggestions for interesting new objectives are
uncovered. Moreover, it should be pointed out that the iterative process
may never generate a “‘preferred” set of objectives and alternative means
for attaining them. Nevertheless, the results may be very useful to the
decisionmaker ~ for example, in helping him to reexamine and clarify his
objectives.
Finally, the words “where possible” are italicized to suggest that
although systems analysis does stress quantitative methods of analysis, it

7 A former Assistant Secretary of Detense (Systems Analysis) puts the matter this way:
*Ultimately all policies are made . . . on the basis of judgments. There is no other way,
and there never will be. The question is whether those judgments have to be made¢ in the
fog of inadequate and inaccurate data, unclear and undefined issues, and a welter of
conflicting personal opinions, or whether they can be made on the basis of adequate,
reliable information, relevant experience und clearly drawn issues. In the end, analysis
is but an aid to judgment. . . . Judgment is supreme.” (A. C. Enthoven, guotation con-
tained in an article in Business Week, November 13, 1965, p. 189.)

$ Former Secretary of Defense Robert S. McNamara sums it up as follows: “They [the
systems analysis staffs] provide the top level civiliari and military decision makeis of the
Depariment [of Defense] a far higher order of analytical support than has ever been the
case in the past. I am convinced that this approach leads not only to far scunder and
more objective decisions over the long run, but also maximizes the amount of effective

defense we obtain from each dollar expended.” (Starement of Secretary of Defense
Robert S. McNamara Before the Senate Armed Services Committee on the Fiscal Year
1969-73 Defense Program and 1968 Defense Budget, January 22, 1968, p. 194.)
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8 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

does not attempt to push quantification to meaningless extremes. Many
aspects of complex long-ranye planning problem:s cannct be reduced to
numbers, and systems analysis does not try to do so.? Placing emphasis on
the use of quantitative methods does 1nt imply that incisive qualitative
analysis is ruled out. In fact, most examples of good systems analysis
studies contain an appropriate combisnation of quantitative and qualitative
methods. As a minimum, systems analysis should try toisolate and sharpen
the key qualitative issues for the benefit of the decisionmakers.

Some of the Major Considerations Involved in Systems Analysis

From the definition of systems analysis, it is apparent that the subject has
many dimensions. All of these cannot possibly be explored in a single
chapter. Since the objective here is merely to provide a stage setting for the
discussion of military cost analysis in subsequent chapters, it will suffice
to list and briefly describe a few of the more important considerations.!®

The Analytical Process

The analytical process typical of systems analysis is similar to that em-
ployed in serious inquiry or investigation of problems in 1 wide range of
situations. The analysis usually proceeds by a series of iterations or
re-cyclings through something like the following phases:*!

FORMULATION Clarifying the objcctives, defining the

(The Conceptual Phase) issues of concern, limiting the problem,
searching out good criteria for choice.

SEARCH - 1ncLUDING THE ~ Looking for data and relationships, as

DEVELOPMENT OF HYPOTHESES well as alternative prograins of action

{The Kesearch Phase) that have some chance of solving the
problem.

EVALUATION Building various models, using them

(The Analytic Phase) to predict the consequences thet are

likely to follow from each choice of
alternatives, and then comparing the
2lternatives in terms of these conse-
queiices.

® See Alain C. Enthoven, *The Systems Analys’s Approach,” in Planring-Programming-
Budgeting, Selected Comment, prepared by the Subcommittec on National Serurity and
International Operations, Committee on Government Operations, United States Senate,
90th Cong., Ist Sess., (Washington, I.C.: U.S. Governm=nt Irinting Office, 1967), p. 4.
10 Eor a more thorough treatmer’ s¢e Quade, op. cir.,, Chaps. 2, 8, and 17; and Quace
and Boucher, ap. cit., pp. 11-14, Chaps. 3 and 22

1t These phases are suggested by Quade and Boucher in ibid., p. 33, and are discussed in
detail in jbidg., pp. 34-53.
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INTERPRETATION Using the prediciions obtained from the
(The Judgmental Phase) models and whatever other information
or insight is relevant to compare the
aliesnatives further, derive conclusions
about them, and indicate a ccurse of

action,
VERIFICATION Testing the conclusions wh=rever pos-
(The Testing Phase) sible.

Which of these phases is most important is difficult to say. However, the
first should receive particular emphasis.'?> Many analyses flounder right
here, simply because of the failure to devote enough of the total time
avaiiable for a study to deciding wnat the problem really is. Indeed, this is
perhaps the most common pitfall in systems analysis.

Let us now turn to a discussion of several impertant subjects which bear

on the conduct of the phases outlined above, with special emphasis on
evaluation, or the analytical phase.

Bullding the Models

The heart of the evaiuatio - phase involves the assessment of the likely
consequences of the various alternative courses of action being examined.
This usually requires the developrment and use of an analytical model or
series of models.'?

Here the term ‘““model” is used in 4 broad sense. Depending upon the
nature of the problem at hand, the model used in the analysis may be
formal or informal, very mathematical or not at all, heavily computerized
ot only moaesately so, and so on. However, the main point is that the
model need not be highly formal and mathematical to be useful. And there
are several other important points that shouv.d be kept in mind:

1. Model building is ... art, not a science. 1t is often an experimcntal
process.

2. The main thing is to try to include and highlight those factors
which are most relevai.t (o the problem at hand, and to suppress

12 Quade puts the matter this way: “It is difficult to overemphasize the importance of a
careful formulation. It should identify the subpr.blems involved, isolate the major
factors, develop 2 vocabulary for dealing with them, sketch ot the relationships between
the variables as they appear, and even arrive at a tentative set ¢f conclusions. The idea
is 10 make cfear the structure of the analysis. But more importantly, it offers a concrete
hypothesis for utiers to probe.” (E. 8. Quade, Ancalysis for Military Decisions, op. cil.,
p.X1)

13 Cee K. D. Srecht, “Tha Nature of Models,” in Quade and Boucher, ibid., Chap. 10.
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10 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

(judiciously!) thiose which are relatively unimportant. Unless the
latter is done, the model is likely to be unmanageably large.

3. The main purpose in designing the model is to develop a meaning-
ful set of relationships among the objectives, the relevant alterna-
tives available for attaining the objectives, the costs of the
alternatives, and 1be utility of each of the alternatives.

4. Provision must be made for the expiicit treatment of uncertainty - a
subject we will consider in detail later.

5. Since by definition a model is an abstraction {rom reality, the
model must be built on a set of assumptions. These assumptions
must be made explicit. Failure to do sc is a defect of the model
design.

The Conceptual Framework for Making Comparisons
Another important part of the evaluation phase is the comparison of
alternatives in terms of the consequences generated by the model or
models,

In making such comparisons there are two principal conceptual
approaches:

1. Fixed effectiveness approach. For a specified level of effectiveness
to be attained in the accomplishment of some given objective, the
analysis attempts to determine that alternative (or feasible com.-
bination of alternatives) which is likely to achieve thke specified
level of effectiveness at the lowest economic cost.

2. Fixed budget approach. For a specified ccst level to be used in the
attainment of some given objective, the analysis attempts to
determine that alternative (or feasibic combination of alternatives)
which is likely to produce the highest effectiveness.!4

!4 In Chapter 1, it was suggested that systems analysis derives many of its concepts from
economic theory. Here 1s & case in point. The fixed budget situation is somewhat analo-
gous to the economic theory of consumer equilibrium. For a given level of income
(budget) the consumer is assumed to behave in such a way that he maximizes his utility.
From a wide range of alternative goods and services (and their prices) available to him,
he will choose a set of quantities of goods and services such that the ratios of marginal
utility to price for ail items in the set are equal. Sec, for example, Paul A. Samuelson,
Economics: An Introductory Analysis (New York: McGraw-Hill Book Company, 1967),
pp. 421422, 429-432,

The “fixed effectiveness” approach also has an anaiogy in micro-economic theory - for
example, in the selection of the optimal (minimum cost) resource mix for a given level
of output of the firm. Here, given the market prices of the factors of production (the
inputs) the entreprencur will minimize cost by hiring the productive factors until he has
equalized the marginal-physical-preduct per last dollar spent on each factor of pro-
duction. (Samuelson, ibid., pp. 519-20.)

We should, however, point out a dificrence betveen economic theory and sysiems
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Either (or both) of these approaches may be used, depending upon the
context of the prot’em at hand. In any event, the objective is to permit
comparisons to be made among alternatives, and for this purpose some-
thing has to be made fixed.'*

At this point a comment on the use of ratios — for example, effectiveness-
to-cost ratios — seems in orCar. Very often such ratios are used to evaluate
alternatives. The use of ratios usually poses no problem as long as the
analysis is conducted in the framework outlined above - that is, with the
level of effectiveness or cost fixed. However, it is common to encounter
studies where this has not been done, with the result that the comparisons

were essentially meaningless. For example, consider the following illus-
tration.

Effectiveness (E) Cost(C) E|C
Alternative A 20 10 2
Alternative B 200 100 2

-

If the analyst is preoccupied with ratios, the implicaxion of this example is
that he can be indifferent regarding the choice between A and B. But
should the analyst be indifferent ? Most probably not, because of the wide
difference in scale between A and B. In fact, with such a great difference

in scale, the analyst might not even be comparing relevant alternatives at
all.'¢

Treatment of Uncertainty

Most important decision problems involve major elements of uncertainty,
and a systems analysis of such problems must provide for explicit treatment
of uncertainty. This may be done in numerous ways.

analysis in practice. For example, in many instances in economic theory, given a set of
market prices and a set of resource transformation relationships, it does not matter
whether the decisionmaker minimizes costs or maximizes utility. One problem is essen-
tially the equivalent of the other. The environment in which systems analysis is usually
applied differs, however, from that assumed by conventional economic theory. In the
defense systems analysis environment there is no simple operational criterion of effective-
ness that has the role of profit or utility maximization in economic theory. Consequently,
systems analysis of necessity uses a sub-optimization framework and exogenously fixes
either a budget or a level of effectiveness. Under these conditions the two approaches
will not necessarily yield the same results.

'3 Very often several levels, as we shall see in a moment, may be used to investigate the
sensitivity of the ranking of the alternatives to effectiveness or budget level,

16 For a further discussion of the possible pitfalls of using ratios, see Roland N. McKean,
Effictency ir Government Through Systems Analysis (New York : John Wiley & Sons, Inc.,
1958), pp. 34-37, 107-113. Sec also C. J. Hitch and R, N. McKean, The Economics of

Defense in the Nuclear Age (Cambridge, Mass.: Harvard University Press, 1960), pp.
166-167.
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12 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

For purposes of discussion, two main types of uncertainty may be
distinguished:

1. Uncertainty about the state of the world in the future. Major
factors here are technological uncertainty, strategic context
uncertainty, and uncertainty about the enemy and his reactions.

2. Statistical uncertainty. This type of uncertainty stems from chance
elements in the real world having a more or less objective or
calculable probability of occurrence. It would exist even if there
were no uncertainties of the first type.

Uncertainties of the second type are usually the least troublesome to
handle in systems analysis studies. When necessary, Monte Carlo,!’
sensitivity analysis, or other techniques may be used to deal with statistical
fluctuations. But these perturbations are usually dwarfed by uncertainties
of the first type, which are dominant in rnost long-range planning problems.

Uncertainties of the first type are typically present, and they are most
difficult to take into account in a systems analysis, Techniques which are
often used are sensitivity analysis, contingency analysis, and a fortiori
analysis.'®

Sensitivity Anal, sis. Suppose in a given analysis there are a few key
parameters about which the analyst is very uncertain. Instead of using
mean values for these parameters, the analyst may successively use several
values (say, high, medium, and low) in an attempt to see how sensitive the
results (the ranking of the alternatives being considered) are to variations
in the uncertain parameters.

Enthoven talks about sensitivity analysis in the following way:

If it is a question of uncertainties about quantitative matters such as operational
factors, it is generally useful to examine the available evidence and determire the
bounds of the uncertainty. In many of our analyses for the Secretary of Defense, we
carry three estimates through the calculations: an “optimistic,”” a *pessimistic,”
and a ‘*best™ or single most likely estimate. Although it is usually sensible to design
the defense posture primarily on the basis of the best estimates, the prudent
decision-maker will keep asking himself, ““Would the outcome be acceptable if the
worst possible happened, i.c., if all the pessimistic estimates were borme out?”
Carrying three numbers through all of the calculaticns can increase the workload
gieatly. For this reason, a certain amount of judgment has to be used as to when the
best guesses are satisfactory and when the full range of uncertainty needs to be
explored. If there are uncertainties about context, at least on¢ can run the calcula-

17 For a discussion of Monte Carlo techniques see Herman Kahn and Irwin Mann
Monte Carlo, P-1165 (Santa Monica, Calif.: The Rand Corporation, July 1957); and
Quade, op. cit., pp. 80, 241-243.

1% See Albert Madansky, “Uncertainty,” in Quade and Boucher, op. cit., Chap. 5.
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tions on the basis of several alternative assumptions so that the decision-maker can
sec how the outcome varies with the assumptions, !

If a certain alternative is superior in all of these semnsitivity investigations,
it is referred to as a dominant solution. Dominance is a characteristic that
the analyst is always seeking, but its existence is rare in the types of
problems of concern in this book.

Contingency Analysis. This type of analysis investigates how the ranking
of the alteinatives under consideration holds up when a relevant change in
criteria for evaluating the alternatives is postulated, or a major change in
the generai environment is assumed. If, for example, in a military context,
the enemy is assumed to be countries A and B, we might want to investigate
what would happen if C joins the A and B coalition.

A Fortiori Analysis. Suppose that in a particular planning decision
problem the generally accepted judgment favors alternative A. However,
the analyst fecls that A could turn out to be a poor choice and that alterna-
tive B might be preferred, particularly if certain assumrtions about
uncertainty are postulated. In performing an analysis of A versus B, the
analyst may choose deliberately to resolve the major uncertainties in favor
of B and see how A compares under these adverse conditions. If A still
looks good, the analyst has a very strong case to support its selection.

While these thres techniques may be useful in a direct analytical sease,
they may also contribute indirectly. For example, through sensitivity and
contingency analyses the analyst may gain a good understanding of the
really critical uncertainties in a given problem area. On the basis of this
knowledge he might then be able to come up with a newly designed
alternative that will provide a reasonably good hedge against a range of
the more significant uncertainties. This is often difficult to do; but when
it can be accomplished, it offers one of the best ways to compensate for
uncertainty,

Treatment of Problems Associated with Time

More likely than not, a problzm will be posed in a dynamic context, or at
least 1t will involve some dynamic aspects. While a “static” analysis keyed
to a particular future point in time can go a long way toward providing the
decisionmaker with useful information, very often this has to be supple-
mented by analytical work which takes explicit account of the flow of time.
A case in point is the treatment of the estimated costs of the alternatives
for a stipulated level of effectiveness over time. Once these costs have been

19 Alain Enthoven, *“Decision Theory and Systems Analysis,”” The Armed Forces
Comptroller, Vol. IX, No. 1, March 1964, pp. 16-17.
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14 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

time-phased, the result will be cost streams through time for each of the
alternatives.

The time-phasing of the costs of alternatives offers several advantages.
In the first place it gives the decisionmakers an explicit picture of the points
in time when the heaviest resource impacts of the various alternatives
might occur. Also, as we shall see in late~ chapters, the estimates of cost
are likely to be better. And finally, developing cost streams through time
for the various alternatives provides a good basis for a definitive treatment
of time preference.*®

The problem of time preference is discussed in subsequent chapters. The
key point, however, is that the assumptions underlying the treatment of
the problem in the analysis should be made explicit. And in most cases the
impact of alternative assumptions on the decision should be calculated
and portrayed. For example, it is not always clear what rate of discount
should be used to equalize cost streams through time. In this instance the
analyst should calculate upper- and lower-bound rate cases to see whether
it really makes a significant difference in the final outcomes (the ranking of
the alternatives being considered).

Checking for Validity
In the preceding paragraphs we have discussed building the analytical
model, “exercising’ the model (sensitivity and contingency analysis), and
the like. Another important consideration — often slighted — is testing the
validity of the model. Since the model is only a representation of reality, it
is desirable to do some sort of checking to see if the analytical procedure
used is a reasonably good representation, within the context of the problem
at hand. This is difficult to do, especially in dealing with sysiems analysis
probiems having a time horizon 5, 10, or more years into the future

In general we cannot test models of this type by controlled experiments.
However, the analyst might try to answer the following questions 2t

1. Can the model describe known facts and situations reasonably
well?

2. When the principal parameters involved are varied, do the resuilts
remain consistent and plausible?

20 A< used throughout this book, the term *“‘time preference’ refers to the fact that deci-
sionmakers are usuaily not indifferent to the timing of a certain gain or cost. An outlay
of $100 next year is not equivalent to $100 five years from now, even if there is no risk,
(This is the reason for the existence of positive interest rates.) Later we shall discuss in
detail how the two amounts may be made equivalent, with respect to time preference, by
computing their present values threugh use of a discounting procedure.

2 E. 8. Quade, Military Systems Analysis, RM-3452-PR (Santa Monica, Calif.: The
Rand Corporation, January 1963), p. 20.
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3. Can it handle special cases where we already have some indication
as to what the outcome should be?
4. Can it assign causes to known effects?

Qualitative Supplementation

We haie already stressed the importance of qualitative considerations in
systems analysis - particularly qualitative supplementation of the quantita-
tive work. Introduction of qualitative considerations may take several
forms:

1. Qualitative analysis per se, as an integral part of the total analytical
effort.

2. Interpretation of the quantitative work.

3. Discussion of relevant nonquantitative considerations that could
not be taken into account in the ““formal™ analysis.

The third approach can be particularly important in presenting the
findings of a study to the decisionmaker. The idea is to present the results
of the formal quantitative work, interpret these results, and then to say
that this is as far as the formal quantitative analysis itself will permit us to
go. The important qualitative considerations that the decisionmaker
should try to take into account, suck as certain key political factors, could
then be listed and discussed.

Some of the Pitfalls
In discussing some of the major considerations in systems analysis, the
important subject of possible pitfalls should always be taken into account.
No analysis, whether it is a systems analysis or not, can be a panacea; and
the practitioners — and users — of analysis should be aware of the numerous
traps into which even an experienced analyst can fall.

A few of the more common pitfalls are the following:*?

1. Failing to allocate and to spend encugh of the total time available
for a study deciding what the problem really is.

Examining an unduly restricted range of alternatives.

Trying to do too big a job.

Determining objectives and criteria carelessly.

Using improper costing concepts.

Becoming more interested in the details of the model than in the
real world.

Anbs W

32 For an excellent discussion of the pitfalls and limitations of analysis, see Quade and
Boucher, op. cit.. Chap. 19.
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16 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

7. Forcing a complex problem into an analytically tractable frame-
work by overemphasizing ease of computaticn.
. Failing to take proper account of uncertainty.
9. Treating the enemy threat too narrowly — for example, considering
only the “‘expected value’ cases or only the ““worst possible™ case.

]

Some Examples of Past Applications

In Chapter 9 we will consider three extended examples of systems analysis.
Some brief illustrations might be useful at this point, however, to give
substance to the preceding (and perhaps too abstract) discussion and to
indicate some of the problems systems analysts have actually addressed.??

Military Examples .

General War Alternatives. In planning the strategic offensive and defen-
sive forces of the future, many issues have to be examined systematically.
Obviously, particular attention must be paid both to objectives or strategies
and to the alternative ways for attaining them.

A primary objective is the deterrence of general thermonuclear war
through the maintenance of a ‘‘highly rehable ability to inflict an un-
acceptable degree of damage upon any single aggressor, or combination
of aggressors, . . . even after our absorbing a surprise first strike.”?* This
is called an “assured destruction capability,” and provides one means of
ensuring deterrence of general war. But in addition there are many other
types of capabilities that might be considered ; for example :2*

1. Damage-limiting capabilities to limit damage if deterrence fails
and war breaks oui.?¢

2. Coercion and bargaining capabilities to be used in an escalation
process stemming from a crisis situation (to the extent that these
capabilities are not automatic from damage-limiting).

23 Although the discussion here is confined to the public sector, this in no way is meant to
minimize the importance of work done in private industry. In the automobile industry,
for example, something similar to systems analysis has been used for many years. Lead
times for the development and production of new car lines are fairly long - about 4 or
£ years - and much advanced planning aciiviiy is cngaged in by firms in the industry.
In the process of planning for the future, many alternative configurations of a given
proposed vehicle are systematically examined, and various “‘mixes™ of future car lines
are explored.
24 Robert S. McNamara, in a spsech to the Editors of United Press International in San
Francisco, September 18, 1967. Text published in The New York Times, September 19,
1967.
33 This is a very short list. For a more complete discussion, see Herman Kahn, On
calation: Metaphors and Scenarios (New York: Frederick A. Praeger, Publishers,
1965), especially Chap. 2.
2% For example, see ibid., pp. 153-154.
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3. Capabilities for intrawar deterrence of countervalue exchanges.?’
4. Capabilities for war terinination.

Thus the range of strategic capabilities that the planners have to
consider 1s very wide. Even wider is the range of alternative instrumen-
talities that may be used to attain various sets of these capabilities in the
future. Examples of alternatives for the offense are: manned bombers;
fixed, land-based ballistic missiles; mobile, land-based ballistic missiles;
sea-bused ballistic missiles; missiles based on satellites in outer space; and
so on. Examples of defensive alternatives include: manned interceptor
aircraft; land-based antiballistic missiles; airborne platform-based inter-
ceptor missiles to defend against enemy submarine-launched ballistic
missiles; a satellite fleet of boost-phase intercept missiles; civil defense
measures; and so on. To complicate matters even further, each of these
offensive and defensive instrumentalities can have a number of plausible
hardware configurations, weapon or warhead options, and operating
concepts. Moreover, a range of alternatives for sensors and command and
control systems usually has to be considered.

Clearly, decisionmakers are confronted with an incredibly large number
of interrelated, complex considerations in determining, future strategic
objectives and the *“‘preferred” future force mix to meet these objectives.
How can they make these choices on the basis of judgment unaided by
analytical support? The answer is that they cannot and they have not.
Particularly in the nuclear age, long-range planning of the sirategic forces
kas always been assisted by analysis of some sort. However, in recent years
such support has been more extensive and much more systematic than ever
before. This is particularly true in the case of the work done concerning
future assured-destruction and damage-limiting capabilities, offensive and
defensive,

With respect to other areas (coercion and bargaining in a controll
general war environment, intrawar deterrence of countervalue exchanges,
and so on) the analytical effort to date has been limited - and understand-
ably so, since the emphasis falls heavily on the exceedingly difficult task of
atiempting to anaiyze graduai interactions of inientions and capabiiitics,
rather than on extreme situations where the adversaries’ intentions may be
to use their full capabilities. Controlled general war is harder to deal with
analytically than “all-out™ general war, primarily because of the relatively
greater importance of political and psychological factors in a dynamic,
multisided decision process. Here, use of traditional methods of znalysis

27 Countervalue exchanges involve salvos launched against cities. See ibid., p. 183.
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alone is not likely to be sufficient. New approaches and perhaps new
combinations of existing approaches wiil have to be developed.

Much effort is presently being spent to develop the necessary analytic
capabilities. Some of these are mainly mathematical. Others involve
attempts to devise methods for systematically taking into account factors
which up until now have been little understood, yet which are critical to
national security decisions: for example, various organizational, political,
psychological, and social considerations.?®

In sum, in the general war area, systems analysis has been used many
times ir the past, it is being used extensively today, and attempts are
currently under way to develop new - =. aches for examining a wide
range of strategic problems in the future.

Mobility of the General Purpose Forces. The central issue here is planning
for the rapid deployment of forces — especially ground forces — to trouble
snots around the world in the future.

Mobility may be attained in a number of different ways. The main
alternatives are airlift, prepositioning of men and equipment (or of
equipment only), and sealift. Each of these in certain resp cts is competitive
with the others. La some instances, however, the alternatives are more
complementary than competitive. In any case, they all have different
relative advantages and disadvantages. {For example:

1. Airlift offers the advantages of very rapid response time and flexiviiity
of response, ,rovided appropriate air bases are available in or near the
combat area in the overseas theater. The necessity cf having avzilable air
bases can be eased considerably through the use of very large payload
aircr: ft with advanced power plants and landinyg gear to permit operations
from relatively short runways at primitive forward air bases.2® (This
increment in capability is attained, of course, at the expense of an increase
in the cost of the aircraft system.) In general, the main disadvantage of
airiift is that it is costly.

2. Prepositioning of stocks and equipment around the world has the

28 In some instances the search for new approachzs is taking the form of attempting to
combine several complementary techniques which, wlien taken together, might produce a
whole greater than the sum of the individual parts: for example, a combining of gaming,
current systems analysis concepts, new computer technoloyy (especially on-line, time-
sharing systems), and techniques to systematize the interaciions of a group engaged in a
joint judgmental endeavor in the context of 2 dynamic sequential decision process. The
latter is essentially an outgrowth of the Delphi Method. For a discussion of the method
itself, see Olaf Helmer, Analysis of the Future: The Delphi Method, P-3558 (Santa Monica,
Calif.: The Rand Corporation, March 1$67); and N. C. Dalkey, Predicting the Future,
P-3948 (Santa Monica, Calif.: The Raud Corporation, October 1968).

29 The new C-5A transport aircraft will utilize thes¢ improvements.
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advantage of 1.-w cost per site. Its disadvantages include piobl:ms tnvirived
in obtaining real estate in foreign countries, and the risk that the rea; estat:
(if acquired) and the prepositioned stocks will be in ice wrong locution in
the world when war threatens. There is also ths risk, in soriie countries,
that a lack of internal stability may pose ¢ securitv ihreat to the pre-
positioning area.

3. Conventional sealift has the advauwse of et cost. The main
disadvantage is slow response time for initial depivyinents. Sealift, how-
ever, can offer some very interesting possibilities -vhea combined with the
notion of prepositioning supplies and equipmest not on land, tut on
ships. The result is fast deployment logistics chips (FDLS) located at
various points in the world and ready to sicam to a trouble spot within a
particular FDLS’s region of responsibili:;. This combination of sealift and
prepositioning produces a new alternative which tends to mipimize the
main disadvantages of sealift and prepositioning taken separately.>® The
combination can be made even more uttractive by replacing conventional
ships with newly designed craft called Roll-on/Roll-off (*“Ro-Ro”’) ships.
These ships have the capability to load and unload army vehicles very
quickly, even at ports having primitive docking facilities. They also have a
cruising speed considerably above that of conventional transpori ships.
The net result is an alternative for fast deployment which is potentiaiiy
competitive with airlift — at least in some situations. If this should turn out
to be the case, the mix of airlift, sealift, and prepositioning can be less
heavily weigi.*ed with expensive airlift than would othervise be the case.
The result mighi be the attainment of rapid deployment objectives at a
lower total force mix cost.3!

Tiis discussion of the mobility of the general purpose forces is brief,
but it should be sufficient to convey some of the key considerations
involved in the problem. Several alternatives are available for considera-
tion, each having different costs and utilities. While the alternatives are
competitive in some cases, in others the complementarities are very strong.

30 This is a good example of the invention of a new alternative in the systcms analysis
process. See Charles J. Hitch, Decision-Making for Defense (Berkeley and iLos Angeles:
University of California Press, 1955), p. 54.

31 Here, however, as in all systems gpalysis studies, great care and attention must be
given to the formulation of the problem to be examined -~ particularly with r:pect to
relevant questicns about mobility and response. Such issues include, for example: (1)
How are the fuels and lubricants, food, and other supplies to oe cotained for the equip-
ment and mer to be moved? (2) What are the conditions that would require a large
supply of material rapidly ? (3) What are the dangers of escalating a conflict by an overly
quick response? (4) Where are the personnel to use the equipment to come from, how
are they to be moved, and how quickly will they get there? (5) What would we find to
do with the equipment after we get it to the destination?
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20 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

Where they are significantly strong, the planning problem takes the form
of determining the preferred force mix to meet the desired rapid deploy-
ment objectives. Obviously, a large number of alternative mixes is possible.
Moreover, as is often the case, examination of numerous mixes may result
in changing the initially specified objectives.

Again, as in the general war example discussed previously, it is difficult
to see how the force planners could grapple with the airlift, szalift, and
prepositioning force-mix problem without having some kind of analytical
support. And again, they in fact have had a great deal of analytical help
to assist them in making their planning decisions. Models have been
developed which can rapidly calculate estimatcs of the cost and of certain
effectiveness measures for alternative force mixes. Wkile these analytical
models cannot determine the “optimum force mix,” they can generate
information which provides insights about break-even points, regions of
sensitivity, ana the like.3?

Non-Defense Examples

Yor many years, systems analysis, or something similar to it, has been
applied to numerous non-defense problems. Since the summer of 1965,%3
however, the number of such applications has in reased markedly, and the
range of problems subjected to analytical treatment has been extended.

A classic example of an important problem area where systems analysis
of a sort has been attempted for a number of years is water-resource
development: dams, drainage of marshlands, subsurface storage, water
reclamation, and a host of other types of water-resource projects.>* While
budgets for water-resource projects have typically been fairly large, they
have never been large enough to permit undertaking all the new projects
proposed in any particular planning period. One of the basic problems,
therefore, has been to try to choose a preferred mix of projects that could
be obtained from available budget levels. Since water-resource allocation
problems involve numerous complex considerations, including indirect or
“spillover” effects, it is not surprising that economists, engineers, and
others have endeavored to dcvelop methods of analysis which might help in
che _sing preferred mixes of water-resource projects.>?

32 Hitch, Decision-Making for Defense, op. cit., p. 55.

32 In August 1965, the President directed all Federal agencies and departments to
establish Planning-Programming Budgeting Systems (PPBS). Systems analysis is a key
component of PI'BS. See David Novick (ed.) Program Budge:ing: Program Analysis and
the Federal Government (Cambridge, Mass.: Harvard University Press, rev. ed., 1967).

34 See Roland N. McKean, Efficiency i Government Through Sys:ems Analysis, op. cit.,
pp. 16-20.

33 Efforis have also been devoted to the individual project - its content and ingredients
and the allocation of the project budget among them.
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WHAT IS SYSTEMS ANALYSIS? 21

Beyond the classic example of water-resource development, the list of
problem areas where systems analysis has been attempted is indeed a long
one. The following list, while reasonably representative, is far from
complete; and the particular ordering in no way is intended to suggest the
relative importance of the problems, or the quality of the work done. Its
purpose is simply to serve to impress upon the reader rhat the application
of systems analy: is has not been confined to national security problems.

1. Analysis of health programs by the Department of Health, Education
and Welfare: Examination of the estimated costs and benefits of alternative
programs in several areas — cancer control, arthritis control, syphilis
control, tuberculosis control, metor vehicle injury prevention, and child
health care measures.3®

2. Analysis of the future iransportation problems of the Northeast
corridor (from Boston to Washington, D.C.), sponscred by the Department
of Transportation: Sysiematic examination of the costs and utilities of
possible alternative niixes of private cars, public buses, rail networks
(surface and subsurface), zirplanes, and so on, in order to get some notion
about what the preferred mix might be for the 1970s and 1980s.37

3. Examination of alternative ways to deal with urban transportation
probiems in large cities: Comparisons of estimated costs and benefits of
freeways (surface, below surface, above surface), rail rapid transit systems
(surface, below surface, above surface), buses, and so on, and of various
niixes of these means of transportation.3®

4. Studies of problems in education: For example, analysis of the costs
and benefits of various alternative ways of preventing high school
dropouts.>®

5. Studies of the commercial aviation problem in the 1970s and 1980s:
Analysis of the estimated costs and benefits of alternative air transport
systems; for example, various configurations of supersonic systems versus
second generation subsonic jet aircraft systems.*°

38 For an excellent summarization and critique of these studies, see Elizabeth B. Drew,
“HEW Grapples with PPBS,” The Public Interest, No. 8, Summer 1967, pp. 13-22.

37 For example, see The Northeast Corridor Transpc:tation Project: Study Design, Office
of High Speed Ground Transportation, Washington, D.C., June 1966.

3® For a general dison<sion of the urban transportation problem, see J. R. Meyer, J. F.
Kain, and M. Wohl, The Urban Transportation Problem (Cambridge, Mass.: Harvard
University Press, 1965).

3% Sec Burton A. WeisbroZ2, “Preventing High School Dropouts,” in Rec.ert Dorfman
(ed.), Measuring Benefits of Government Investments (Washington, D.C.: The Brookings
Institution, 1965), pp. 71-116.

40 Most of these studies were sponsored by the Federal Aviation Agency and are not
available for general distribution.
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22 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

6. Analytical study efforts in support of long-range planning in the
National Aeronautics and Space Administration: Systematic examination
of the estimated costs and utilities of alternative space goals and missions
in the future; and analyses of preferred ways to accomplish a given future
mission - for example, a Mars landing.

The main points contained in this chapter may be summarized as follows:

1. Systems analysis may be viewed as an approach to, or way of looking
at, complex problems of choice under conditions of uncertainty.

2. It attempts to assist decisionmakers in choosing preferred courses of
action by (a) systematically examining and reexamining the relevant
objectives and the alternative policies or strategies for achieving them; and
(b) comparing quantitatively where possible the economic costs, effective-
ness (benefits), and risks of the alternatives.

3. Systems analysis usually proceeds by a series of iterations or re-
cyclings through something like the following phases:

(a) Formulation {the conceptual phase)

(b) Search (the data gathering or research phase)
(¢) Evaluation (the analytic phase)

(d) Interpretation (the judgmental phase)

(e) Verification (the testing-2f--cxciusions phase)

4. Assessment of the likely consequences of the various alternatives
being examined usually requires the development and use of an analytical
model or series of models.

5. In making comparisons among alternatives there are two principal
conceptual approaches: (a) fixed effectiveness (for a specified level of
cffectiveness, seek the minimum-cost alternative); and (b) fixed budget (for
a specified level of cost, seek the alternative that maximizes effectiveness).

6. Uncertaintiecs must be treated explicitly in systems analysis studies.

7. Sensitivity analysis is vitally important in the search for dominant
solutions.

8. The analyst must always be awage of the pitfalls of analysis.

9. Systems analysis has been applied to many problem areas in both
military and nonmilitary contexts.

Suggested Supplementary Readings

1. Alain C. Enthoven, “The Systems Analysis Approach,” in Planning-Programming-
Budgeting, prepared by the Subcommittee on National Security and International
Operations, Committee on Government Operations, U.S. Senate, 90th Cong., 1st
Sess. (Washington, D.C.: U.S. Government Printing Office, 1967), po. 1-10.
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2. Charles J. Hitch, Decision-Making for Defense (Berkeley and Los Angeles: University
of California Press, 1965), Chap. III, “Cost-Effectiveness.”

3. Charles J. Hitch and Roland N. McKean, The Economics of Defense in the Nuclear
Age (Cambridge: Harvard Univerity Press, 1960), Chap. 7, “Effectiveness in
Military Decisions.”

4, E. S. Quade and W. 1. Boucher (eds.), Systems Analysis and Policy Planning: Applica-
tions in Defense (New York: American Elsevier Publishing Co., Inc., 1968), Chap.
1, “Introduction,” Chap. 3, *Principles and Procedures of Systems Analysis.”

5. Bernard H. Rudwick, Systems Analysis for Effective Planning (New York: John
Wiley & Sons, Inc., 1969), Chap. 1, “Introduction and Qverview.”
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Chapter 3

CONCEPTS OF ECONOMIC COST!

What Is ‘‘Economic Cost*'?

Systems analysis, as outlined in Chapter 2, is an approach to complex
problems of choice. To help us make the best possible choice we try to
identify and, wherever feasible, to measure and evaluate the pros and cons
of our alternatives. That is, we try to assess their “‘costs” and ‘‘benefits.”
What do we mean by *"costs’’ ?

Like many common words, the word *“‘cost” is used differently by
different people, and vaguely by most. Conscquently, we must take pains
first to clarify the concept and second to become alerted to the various
modifications of the concept that will, unless we watch out for them, con-
fuse or mislead us.

To illustrate the various ways in which the word “‘ccst”” might be used,
consider the “cost” of stopping by the neighborhood bar on the way home
from work tomorrow. This might “cost™ you (a) an expenditure of several
dollars, (b) a chance to watch your favorite newscast and stockmarket
report, and (¢) a hangover. What would be the “cost’ of stopping by the
bar??

We will return to this elemental question about the meaning of *‘cost,”

and to this simple illustration, again. Meanwhile it should be emphasized
that:

1. If we define “cost” to mean only dollar expenditures, then ob-
viously we will not be able to make rational choices simply by
comparing cost, in this restricted sense, with benefits.

2. Determining the cost of most government programs will be much

more complicated, not less, than determining cost in the example
given.

! This chapter was prepared by R. E. Bickner of the University of California, Irvine.

% The reader may be in haste to simplify the concept of *'cost™ by distinguishing ‘‘dollar
cost” from *‘nondollar cost,” for example, or by distinguishing “‘economic cost’* from
“‘noneconomic cost.”’ Any of the three cost items mentioned could involve **dollar costs,”
however, and distinctions between *“‘economic cost™ and such things as “psychological
cost” or “social cost” or *political cosi” will not survive serious scrutiny. The example
given does introduce cne simplifying distinction, however. It distinguishes costs to you
from costs to orther people, such as your wife, the bartender, and local law enforcement
agencies. For many government programs, the decisionmaker may be uncertain about
whose costs he wants to consider and whose costs to ignore.

24
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CONCEPTS OF ECONOMIC COST 25

3. No decisionmaker can sensibly claim to be comparing the cost and

benefits of his decisions unless he has a clear and defensible notion
about the meaning of *“*cost.”

An Economic Cost Is a Benefit Lost

If we choose to use some of our resources to develop and produce a
certain new military capability, then those resources are obviously not
available for the production of some other, perhaps superior, capability.
If we assign our best available engineers to research and development, then
they are not available for quality control — or vice versa. If we assign a
number of ships or aircraft or men to one combat theater, or to one
military operation, then they will not be availabie for alternative assign-
ments. An estimate of the cost of any such choice or decision is an estimate
of the benefits that could otherwise have been obtained. *“Economic costs™
are benefits lost. It is for this reason that econemic cests are often referred
to as “alternative costs” or “‘opportunity costs.” It is in alternatives, it is
in forgone opportunities, that the real meaning of ‘‘cost” must always be
found. The only reason that you hesitate to spend a dollar, incidentally, is
because of the alternative things that it could buy.?

Since economic costs are simply benefits lost, it follows that costs and
benefits have the same dimensions. If this were not so, incidentally, it
would be impossible to compare costs and benefits. It would be meaning-
less to say that the benefits of a certain program exceed its costs if these
two concepts had differeat dimensions.

Which Is Easier to Measure, Costs or Benefits?

Since costs and benefits have the same dimensions, it might seem that they
would be equally difficult, or equally easy, to measure. It will help us
develop a better insight into the meaning of cost, and a better awareness of
the difficulty of measuring cost, if we consider for a moment the question:
Which is easier to measure, costs or benefits ?

It is very true that the benefits of a certain planned government program
are likely to be very difficult to measure, but at least the decisionmaker
and the cost analyst will know what the planned program looks like. The
costs, on the other hand, are to be found in the benefits of some unspecified
and dimly perceived alternatives to the program. Surely, then, in the final

analysis, it must be much more difficult to identify and measure costs than
benefits.

2 For an exampie of the concept of opportunity cost applied to a simple case fromthe
microeconoinic theory of the firm, see Appendix A.
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26 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

Nonetheless, it is commonly asserted that costs are easier to measure
than benefits. Why ?

There are two very different reasons for this common assertion. First,
for reasons that will be discussed shortly, dollars can be a very useful
measure of both costs and benefits, but we are more often able to get a
reasonable dollar estimate of costs than of benefits.* It must be emphasized
immediately, however, that not all dollar estimates really add up to a valid
and comprehensive measure of costs.

Second, from long tradition and careless habit, it is our custom to
dismiss ali those costs which we cannot conveniently measure in dollars as
‘“non-cost considerations,” or as “‘qualitative factors.”” We arbitrarily and
unconsciously modify the concept of cost to mean only those costs that
can be readily evaluated in dollars, and then we confidently assert that we
can measure costs. We could easily measure benefits if we permitted
oursejves the same convenient modification of the concept.®

In sum, we can make the problem of cost estimation as easy as we like,
by either (a) restricting our attention to decisionmaking problems in which
costs happen to be easily measured, preferably in dollars, or (b) restricting
our definition of costs to mean only those things which are easily measured,
preferably in dollars.

To Ignore Costs Is to Ignore Benefits
There are two different ways to ignore costs, both of them common. The
first is characteristic of poor decisionmakers, who dismiss them by fiat;
the second is characteristic of poor cost analysts, who dismiss them out of
ignorance.

Since costs are often difficult to measure, some decisionmakers give
them only minor importance, at best. But benefits are also difficult to
measure, and we could just as well ignore them as ignore costs. As a matter

4 This difference between costs and benefits is easily exaggerated, however. If the govern-
ment builds & power dam in the Grand Canyon, or diverts military personnel from
training exercises to the construction of roads, or condemns a neighborhood playground
for use as a Post Office site, it may be much easier in every case to develop a reasonable
“dollar” estimate of benefits than of costs. To press this point further, note that any
tentative government decision can be reversed. It follows that, if we can estimate the
cost of a tentative decision more easily than the benefits, then we can estimate the bene-
fits of reversing that decision more easily than we can estimate the costs.

3 Essentially, what we customarily do is transfer any costs that are difficult to measure
in dollars over tothc benefit side of the cost/benefit equation. Such cosis become *'negative
benefits,”” and are left for the benefit analyst, rather than the cosl analyst, to evaluate.
Interestingly, however, if there happen to be any benefits readily measured in dollars,
they are likely to be transferred over to the cost side of the equation as “‘credits against
cosis” or “'cost savings.” There can be no doubt that, after all such transfers, costs are
easier to measure than benefits.
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of fact, to ignore costs is to ignore benefits. One thing we should ignore is
advice that ignores cost!

Consider a very simple decision and a simple cost/benefit analysis. You
have a number of fighter bombers and a number of B-52 heavy bombers
available, and a few bridges to be destroyed and a large number of air bases
to be attacked. Which aircraft do you assign to destroy the bridges? We
could use other examples, with dollars or men or material as our resources
and the procurement of ships or the construction of runways, or whatever, i
as our objectives, but the problem would be the same in concept. '

Suppose that 1 B-52 or 2 fighter bombers can destroy a bridge, and that
1 B-52 accomplishes as much destruction as 10 fighter bombers when
attacking an air base. Then, provided there are no other costs to be con-
sidered, you would surely assign fighter bombers to destroy the bridges. To
assign B-52s to the bridges will either increase the cost of achieving a given
level of destruction, or reduce the benefits achieved with a given inventory
of aircraft.

This simple example highlights the interrelation of costs and benefits.
Given the objectives and the rzsources stated, the benefit of using a B-52 to
destroy a bridge can be expressed in terms of the number of fighter
bombers that can ihen be released for alternative assignment, i.e., 2. The
cost of using the B-52 must be found in the forgone benefits of its alterna-
tive use, attacking air bases. This cost can also be expressed in terms of the
number of fighter bombers released, i.e., 10. In other words, considering
the alternatives, the cost of using B-52s to destroy bridges exceeds the
benefits.®

If the decisionmaker ignores this relation of cost to benefits, and if he
assigns B-52s to destroy bridges, then it will inevitabiy follow that (a) less
destruction will be achieved than was possible, given a fixed number of
B-52s and fighter bombers, or (b) more aircraft must be used than are
really necessary, given the level of destruction achieved.

In sum, costs and benefits are alternate sides of the same coin, and to
ignore one is to ignore the other. After all, as we stressed at the beginning,
costs are benefits lost. No responsible decisionmaker can afford to ignore
either.

Nor can a responsible cost analyst. In the example, we were careful to
emphasize that the conclusion to use fighter bombers followed “provided
there are no other costs to be considered.” It is very likely that there would
have been other costs requiring attention, however, such as crew losses,

.oy
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¢ This example can also be discussed in terms of the concept of “‘comparative advantage.” I
(For an example, see Appendix B.)
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28 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

aircraft losses, ammunition and fuel expended, and so on. Should the cost
analyst ignore such costs 7

It is well that a cost analyst realize his limitations and that he restrict
his ambitions to practicable objectives. He may not know how to estimate
crew losses, for example, or how to evaluate such losses. But he goes
beyond the bounds of modesty in restricting his attention to just that part
of the cost which he can easily measure and then presuming that he has
measured the whole. Nor is there any great merit in making cost/benefit
comparisons on the basis of painstaking and precisc estimates of some very
uncertain fraction of total cost.

Cost analysts can ignore costs just as surely as decisionmakers can.
Indeed, it is often the analvst’s temptation to oversimplify or ignore costs
that tempts the decisionmaker, in turn, to be skeptical of tiie significance
of cost.

Identifying, Measuring, and Evaluating Costs

In a sense, it would seem that we cannot evaluate alternatives unless we
can first measure them, and we cannot measure them without firsi
identifying them. Cost analysis is essentially a sequential process: identifi-
cation, measurement, and then evaluation of alternatives. And yet, as we
will see, the three steps are often accomplished almost simultaneously,
especially when we use dollars to facilitate the cost aralysis process.

A close look at the problein of measurement will help us understand the
relationships among the three steps of the process. Fortunately, we have
the option of measuring the costs of a program in several different ways.
We alse have the opticn of using dollars as 2 general-purpose measure of
many of the costs and benefits of a program.

Suppose that we are trying to decide whether or not to prccure and
deploy a certain new proposed military capability. How might we measure
the cost? Consider the foilowing four possible procedures and note the
relationships among them:

1. We could estimate and list the resources required for the proposed
new capability: the manpower of varicus types, the real estate, the pro-
duction facilities, the transportation services, the fissionable materials, and
so on.

2. We could identify and describe some of the alternative uses of
these resources. For example, we could determine what alternative military
capabilities could be produced with the same resources. If the required
resources are flexible enough, there may be a very wide varicty of alterna-
tive uses. The resources could be used, not just to produce other capabilities
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to be used directly in combat, but perhaps to produce warning and intelli-
gence systems, or passive defenses, or training facilities. It may be relevant
to note that the resources could even be used to produce public schools or
hospitals or automobiles or television sets.

3. We could attempt, if we were ambitious enough, not only to iden-
tify some of the alternative uses of the required resources, but to estimate
the value of tne alternatives. For example, we could estimate the effective-
ness of the alternative combat capabilities, or the probable increase in
warning time from th¢ new warning system, or the consequences that
would result from the additional warning time, or the value of the hospitals
or automot_es that could be produced with the resources. In other words,
we could attempt to evaluate the benefits forgone.

4. We could estimate the dollar expenditures that will be entailed by
the procurement and deploymnient of the proposed capability.

In short, we can attempt to estimate (1) the resources required, (2) the
alternative uses of these resources, (3) the value of these alternatives, or
(4) the dollars spent. Which of these four things should we try to do when
we analyze costs? An easy and reasonable answer to this question, in light
of our definition of “‘costs,” is “all four.” Yet each of the four procciures
implies a somewhat different notion about the exact meaning of “‘cost.”
Because all four notions are closely interrelated, hcwever, it may be a
helpful preliminary to much that follows to make a number of observations
about these four different but related procedures before we try tc answer
the quesiion in depth.

e If we do a good job of applying any of the four procedures, the
resuits will be very useful to the decisionmaker.

@ The ultimate meaning of *‘cost” must be found, as we have empha-
sived repeatedly, in estimating the value of the alternatives (that is,
the third procedure). The other procedures are useful only insofar
as they contribute to the challenging task of evaluating alternatives.

® There 1s no way to evaluate alternative uses of resources, however,

unless someone can first identify the alternative uses (the second
procedure). This point cannot be overstressed.?

® But before we can identify the alternative uses of resources, we must
estimate the resources required (the first procedure). This is the casiest
of the four procedures. The list of required resources, however, will

7 It should also be stressed that the alternative uses depend upon both the ingenuity and
the authority of the decisionmaker. In other words, “cost” hns no meaning independent
of the assumed options and constraints facing the relevant decisionmaker or decision-
making organization. This important point will be elaborated later.
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30 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

be very long; it will contain many different items; it will include a
large number of optional choices between substitute resources; and,
in comparison with the results from applying the other procasdures, it
will be of only limited usefulness to the deci-ionmaker. Rarely if ever
would such a list satisfy a decisionmaker’s expectations from his cost
analyst. -

® The last procedure, estimating doilag expenditures, is significantly
different in nature from the other:thite. Compared with them, the
significance of dollar expenditures robably appear less obvious
to many readers, and more obvious#® some. It may even seem like
the least ambitious of the four different procedurcs, and in a limited
sense this is true. On the other hand, if we present an estimate of
dollarexpenditures as an estimate of cost, then we are simultaneously
using dollars to accomplish all t}ree of the other procedures. t is
really the most ambitious of the tour procedures whenever dollar
expenditures are translated to mean cost. Needless to say, of course,
great care should always be exercised in deciding whether or not an

estimate of dollar expenditures represents a reasonable estimate of
cost.

Dollars as a Measure of Cost
Any important decision or program involves many different costs, and
these costs can be investigaicd at thiee differeni analytic ievels, as we have
just noted. That is, we can estimate the resources required, the alternative
uses of these resources, or the value of these alternatives. If we choose the
first, and simply list resources, our list will include many disparate items,
such as tons of aluminum, manhours of labor, numbers of skilled military
personnel, kilograms of plutonium, acres of land, and so on. Usually, we
try to do something mose than simply list these items. We try to convert
most or all of them into some common unit of measure, dollars for in-
stance, so we can add them up.®

[t may seem odd to think of doliars 2s a subs!intive, meaningful, con-
sequential elem=nt of cost. It is difficult to compare such transcendent
valuss as the defense of freedoms or the preservation of lives, on the one

* Whether or not our Jdecisions are actually improved by converting ali of the many
different elements of cost into a single unit of measure is sometimes problematical. It
depends upon whether or not the common denominator we choose is really meaningful,
and whether or not most o{ th= consequential costs can be sensibly translated intc this
single dimension. It is often reported that dollars can buy anything - but it is also true
that there is often legi..matc Cispute ove- tiie proper price.
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hand, with the trivial inconvenience of printing, more dollar bills, or even
the more seiious incenvenience of collecting more iaxes, on the other.
Furtkermore, it s clear that cur defensive capebilities are fabricated out
of alumirium, plutonium, ana skitied manpower, rather than out of paper
money. Are dollars 2 meaningful measure of cost?

To help us answer this important question - will need to understand
dollars better. A dcllar, as a unit of measure, is not exactly equivalent to a
dollar in your pocket that you can spend, any more than 12 inches is
equivalent to your left foot, although of course they are related. It wiil be
very important as we proceed to keep these two meanings of a dollar
clearly separate.?

Dollars, as a medium of exchange, are often elaborately engraved pieces
of paper. More often they are siniply entries in the accounting books of
our treasury and banking and audit system. These dollars do not, of
course, have any intrinsic value. Their only importance derives from their
use as accounting devices for allocating purchasing authority among
government departments, industrial firms, individual consumers, foreign
creditors or beneficiaries, and so on. In our politico-economic system, it is
customary to allocate dollars to various government departments rather
than to allocate resources directly such as manpower, materials, or trans-
portation facilities. This procedure gives the departments more fexibility,
and permits them tc choose those resources that can accomplish their
mission at least cost, that is, at least sacrifice of other possible benefits.
Alternatively staied, the procedure permits the departments to maximize
their accomplishments given a certain level of sacrifice of other benefits.
(The essential equivalence of “‘minimizing cost” for a given level of accom-
plishment and *“maximizing accomplishment” for a given level of cost will
be emphasized later.)

In order for this ingenious system to work, of course, it is necessary that
wollar prices be attached to the various resources available to the depart-
ment, and that these dollar prices reflect the value of the benefits that could
otherwise be produced with the resources. This is the function that our
free competitive market system accomplishss for us.'® Individual con-

% We have carefully spoken of different rieanings, rather than different functions, of
dollars. In economic mythology there is some uniqus and distingrishable thing, called
“money,” which simuitaneously functions as a “‘measure of value,” a “‘commonly used
medium of exchange,” a *“‘good store of value,” and so forth, Tiiere is really no such
tiing in today’s economy - although much discourse in monetary theory is generated by
the implicit denis! and then the inevitable discovery of this fact.

1% For a descripiion and analysis of the free competitive market mechanism the reader
should consult any of the standard textbooks in economic principics. An excellent dis-
cussion wili be found in Paul A. Samuelson, Economics: An [wtroductory Analysis, Tth
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sumers, or producers, or other government departments that can derive
benefit from the resources “bid” for them with the’r dollars. The resultant
prices are a measure of the value to them of these resources.!! “Dollars”
help us measure costs because, and only because, and only to the extent
that, they help us identify and evaluate alternatives.

The Variety of Costs

The cost analyst’s lexicon includes a multitude of te:ms distinguishing one
variety of cost from another. Some of these terms are useful in distinguish-
ing relevant from irre/~vant costs. The distinction, of course, will always
depend very precisely upon the specific choice or specific decision under
analysis. Illustrative of these terms are: fixed costs, variable costs, surk
costs, incremental costs, recurring costs, nonrecurring costs, internal cosis,
external costs, an¢ 50 on.

The cost analyst also has a very long, actually unlimited, list of adjectives
with which he may divide relevant costs, in many different ways, into con-
venient categories for separate analysis. Examples of such terms would be:
labor costs, material costs, procurement costs, operating costs, maintenarice
costs, manpower COsts, current-year costs, next-year costs, direct costs,
indirect costs, and so on ad infinitum. Such convenient categorizations will
be used throughout this book.

Finally, the cost analyst uses a number of terms, like marginal costs,
average costs, and total costs, which arz very useful /¢: various analytic
purposes. We will mzke use of these concepts later. First, we will discuss
the important problem of distinguishing relevant from irrelevant costs, To
introduce the subject, let us consider the question of the relevance of past
costs.

Past Costs and Fature Costs

Do the cos:s of an aircraft carrier Jic in the fuiure or in the past? I we
think of costs in tesms of the resources used in its production, it will seem
that costs lie in the past. If we think of costs in terms of the alternative uses

- '

of the aircrafi carrier, custs will appear to lie in the future. In which direc-
tion does the cost analyst look, backward or forward ?
While we are posing this somewhat paradoxical question, we might as

— e -

ed. (New York: McGraw-Hill Book Company, 1967), Chap. 3 and pp. 609--18. Also,
ior a very brief statement, refer to our discussion of general competitive equiiibrium in
the latter portion of Appendix A.

11 To ke very precise, dollar bids indicate a family's, or a corporation’s, or a depar:-
ment's, estimate of the relative value 10 it of acquiring additional! unils of a'rernative
gooK\s or services.
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well add another: How far backward into history, or how far forward into
the future, must the cost analyst look ? The propuisioa machinery aboard
an aircraft carrier is produced with materials and parts that were, in their
turn, produced by other machinery, and so on in an infinite vegress. How far
backward should the cost analyst trace this endless (or rather, beginning-
less) sequence? Or if the cost analyst looks into the future to compare
alternative uses of the carrier, how far into the future must his clairvoyance
take him?

To answer the easy question first: Relevant costs lie in the future, not in
the past.

If, for example, we are estimating the cost of using an aircraft carrier
that has already been constructed, the construction cost is no longer
relevant.!? Similarly, if we are estimating the cost of constructing a carrier
that has already been designed and engineered, the engineering and design
cost is no longer relevant. And, if we are estimating the cost of designing
the carrier, the cost of sending the design engineers through college is no
longer relevant.

Costs that have already been incurred are costs resulting from pasi
decisions. They are not costs of any conceivable current or future decision.
The cost of using a carrier once it nas already been commissioned can only
be found by evaluating the alternative uses of the carrier and of the marn-
nower and support facilities and consumable supplies that will be necessary
to sustain the carrier in operatiorn.'® It is not the past alteriatives that matter,
for those alternatives no longer exist.

For these reasons, economists stress the fact that past costs are sunk costs.
The cost analyst must be careful not to include any sunk cests in his cost
esiumates or L'z will only confuse rather than illuminate the decisionmaking
problem. Sunk costs no longer represent meaningful aiternatives, and,
hence, they are no 'unger real costs. By contrast, economists stress the

12 The construction cost was relevant, of course, at a time in the past when the decision

to build was still under consideration. Construction <ost is no longer relevant, howevei,

except possibly to (a) a histcrian trying to decide whether or not the decision to build was

2 mistake; (b) an accountant tryir:g to determine which expenditure accounts should be

tapped to pay the bills; or (¢) a cost cnajyst trying to learn, for futurs refercnce, how to

estimate the cost of constructing other carriers.

3 For reasons that will be explained in any economics text, the production cost of an

item, say petroleum, may be commensurate with its price in a free competitive market,

and this price in turn may be commensurate with the marginal value of its alternative
ases, that is, with its current real cosr. Hence, the current real cost of an item may ofien
be equal in value to its past production ccst. Nonetheless, it is only the current real costs,
the value of altermative uses, that are relevant to current decisions. For such items as an
aircraft carrier, the value of alternative uses may be widely different (either higler or
lower) than i's preduction costs.,
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4 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

importance of future costs or incremental costs. What matters in deciding
whether or not to complete a half-built carrier is not the past costs already
incurred, but the additional or increinental costs necessary for its comple-
tion. These costs still represent meaningful alternatives, they are real costs.

Now let us consider the more difficult question that was posed: How far
into the future must the cost analyst look ?

The only really legitimate answer to this question is: As far as he can.
However, the fact that the future is unlimited and uncertain does not mean
that the cost analyst’s task is hopeless. As a matter of fact, whenever you
buy or sell a piece of prooerty, you must inevitably estimate the value of
its use in thc uncertain and unending future. Furthermore, in order to
determine whether or not ‘‘the price is right,”” you must also reduce this
unending and uncertain stream of value to a single, finite, estimate of
current value. We will discuss this problem at length later. At the moment
we will simply note that a free market economy will automatically provide
the cost analyst with such estimates for a great many of the items that he
must evaluate — though unfortunately not ail.

This leads us to one of the continuous challenges facing a cost analyst:
The task of distinguishing those items for which the marketpiace generates
reliable value, or cost, estimates from those other items for which such
estimates are erther spurious or altogether lacking. For example, the military
departments have no satisfactory mechanism for generating reliable dolla-
estimates of the value of trained military personnel assigned to various
duties. The dollar pay and allowances of a staff sergeant undoubtedly
understate his value i.. alternative assignments, and hence his cost. Even if
we added training costs to his pay, the resultant dollar estimate would
probably grossly understate his real cost.!*

Whether or not a meaningful dollar esfimate of the future value, or cost,
of an item is automatically provide ¢ the cost analyst depends upon
whether or not there is a free, compe.itive, well-informed market for the
item.'® The existence of such a market depends, in turn, on many things,
such as the commonness and producibility of the item. There is not likely
to be a meaningful market price for an aircraft carrier or a staff sergeant.

4 His real cost is probably understated both from the point of view of the military
department and from the point of view of the economy, or the society, as a whole. The
relevance of the point of view in estimating cost is an extremely important issue, often
overlooked, which we will explore later. As we have mentioned before, there is no mean-
ing to the concept of cost independent of some chosen point of view. The reader should
also take notice that the absence of reliable estimates of the cost of military personnel
means that they are continuously susceptible to misallocation in assignment and in duty.
13 For a description of the characteristics and the working of a comipetitive market
economy, see Paul A, Samuelson, op. cit., Chap. 3.
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On the other hand, if we turn our attention to the steel hull plates and the
skilled shipyard workers that could produce a carrier, we may find fairly
meaningful market prices. If we turn our attention further backwards in
the production sequence to the very common and basic ingredients of the
carrier, such as iron ore and coke, or labor that is still untrained, we will be
able to find even more meaningful market prices.

For this reason, it i< usually easier to develop meaningful dollar cost
estimates for prog: *us .hat are still in the conceptual or developmental
stage, since the ingredients of such programs are still in a common form
for which market prices are readily available. This is not, by any means,
cquivalent to saying that it is easier to deveiop reliable dollar cost estimates
for programs in their earlier stages of development. On the contrary, the
reliability of such estimates will improve as development proceeds. We
must also emphasize that it is the existence or nonexistence of a well-
functioning market, not the length of time into the future through which
we must gaze, that actually determines the availability of meaningful doilar
cost estimates.

Distinguishing Relevant Costs from Irrelevant Costs

All costs are relevant to some decision or other, past or future, for other-
wise they would not be costs. The responsibility of the cost analyst, how-
ever, is not simply to add . any and all costs indiscriminately, but rather -
as we have seen - to identify and measure that particular collection of costs
that are contingent upon a specific decision or choice under consideration.
He must distinguish the relevant from the irrelevant .osts.'® Any cost that
will be incurred no matter what choice we make, anv cost that must be
borne regardless of the decision at hand, is not a cost of that particular
choice or decision.

The distinction between past and future costs is simply one example of
the more general problem of distinguishing relevant from irrelevan: costs.
We will introduce several other examples, along with the pertinent termin-
ology of cost analysis, and then we will present a generalized statement
of the problem.

Consider first the distinction between fixed costs and variable costs. A
defense contractor who decides to increase his production rate by 20
per cent will find that some of his costs (those, for example, of production
materials or assembly line workers) will increase significantly while other
costs (such as top management salaries, rental of real estate, advertising

16 perhaps the term “‘irrelevant” is too strong. Even past costs or sunk costs are relevant
to the question of whether or not there is any money left in the budget, and whether or
not the cost analyst should be fired.
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36 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

and public relations, basic research) will hardly increase at all. The former
custs are called variable costs, since they tend to vary directly with the
production rate, while the latter costs are called fixed costs, since their
magnitude is relatively independent of changes in the production rate.

If the cost analyst is helping the defense contractor estimate the cost of
expanding the production rate by 20 per cent, he should not include even
a pro rata share of fixed costs in his estimate, for fixed costs are not affected
by the decision at hand. Only the increase in variable costs is relevant to
that decision.!”

Another example is the distinction between recurring and nonrecurring
costs. Each additional year that we decide to keep a certain aircraft
squadron in operation we will find various costs recurring. Periodic
maintenance inspections, flight pay, aviation gasoline, spare parts, and so
on, are all recurring costs. By contrast, the design, development, testing,
and procurement of the aircraft, the initial training of the aircraft crews and
maintenance personnel, the purchase and installation of auxiliary operations
and maintenance equipment, and so on, are essentially nonrecurring. If the
cost analyst is estimating the costs of extending the uperational period of
the squadron for a year, he should include only recurring costs. It would be
misleading to include even some proportionate share of the nonrecurring
costs in his cost estimate, becaiise the decision to extend or not to extend
the operational period will make no difference in these costs.*®

The concepts of sunk and incremental costs, fixed and variable costs,
and recurring and nonrecurring costs illustrate the necessity, and also the
occasional difficulty, of distinguishing relevant costs. In essence, we have
simply noted that costs are inevitably and precisely related to the time the
scope, and the horizon of the decision under analysis. That is to say, the
costs of continuing a certain program (and the dividing line between sunk
and incremental costs) depend upon the precise time of the decision. The
costs of =xpanding a program (and the dividirg line between fixed and
variable costs) depend upon the initial and the revised scope of the program.
The costs of extending a program (and the dividing line between recurring

'7 The reader shou'd note that the dividing line between fixed and varable costs is not
absolute and invariant. On the contrary, it depends upon the scope of the pianned
change in production rate. If the contractor considers an expansion of 100 or 260 per
cent, many costs that were fixed in regard to smalil rates of expansion will now become
variable.

18 As in the case of fixed and variable costs, it is important to note that the dividing line
between recurring and nonrecurring costs is not absolutely firm. The cost of flight crew
t.aining, for example, might be considered a nonrecur-ing cost if we are considering only
a 6-month extension in the phase-out date for a cerain aircraft type, but this training
might be a recurring coust if we were planning a S-year evtension.
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and nonrecurring costs) depend upon the initial and the revised termination
dates, or horizon, of the program.

We need to generalize the basic idea which we have been illustrating.
How, in general, can we distingrish relevant costs from the irrelevant ?
The answer must be found by giving very careful attention to the spscific
decision or choice being analyzed. We must find the answer by identifying
clearly the specific choices available to the decisionmaker and the specific
consequences of his choice. Relevant costs are those costs that depend upon
the choice made, given the choices available. This impoitant point will be
developed further, after we have introduced the reader to some of the other
varieties of cost.

External Costs and Internal Costs

Easily confused with the question of relevance is the question of concern.
Some costs may concern us and others may not. The Navy mey, or it may
not, be concerned about those costs of a military program that osappen to
be borne by the Army or the Air Force rather than by the Navy. It may
choose to ignore, or at least to give less weight to, costs that are external to
the Navy Department and to concern itself primarily with costs that are
internal to the Department.

Presumably, a cost analyst for the Defense Department would be con-
cerned equally with costs borne by any of the three services and somewhat
less interested in those borne by other governmental agencies such as the
Atomic Energy Commission, National Space and Aeronautics Adminis-
tration, or the Post Office Department. The Bureau of the Budget and
Congress may be concerned with all costs borne by Federal agencies and
perhaps costs borne by state or local government agencies as well, or by
private citizens.

“External’ costs are those costs of a decision or program that fall beyond
the boundaries of the decisionmaker’s organization or beyond the scope
of interest of the cost analyst’s custo.ner. Obviously, whether a given cost
is external or internal depends upon how high up in the decisionmaking
hierarchy the decisionmakei happens to be or how comprehensive his
concern,

It may appear that the cost analyst, unlike the decisionmaker, should
accept no limits to his own concerns. To him, we might think, a cost is a
cost — no matter who bears the burden. A little reflection will assure us,
however, that even the best intentioned or most ambitious cost analyst
must draw some boundaries. For example, even if costs to every govern-
mental and nongovernmental agency 2nd every person in the country are
considered a matter of concern, it is likely that cost buidens falling on
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38 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

allied nations will be consider- ~ .:ss important. Certainly, burdens falling H

upon hostile nations will nc  oncern us in the same way as burdens falling

upon our own population. As a matter of practicality and of choice,

therefore, the cost analyst must determine the effective boundaries of his

concern - and these boun daries will be less than worldwide and everlasting.®

In essence what we are saying is that the cost analyst, like the systems

analyst, must inevitably sub-optimize. He has neither the responsibility

: nor the capability to pursue an indefinable “‘ultimate good.” We are also
‘ saving that there is no obvious, unique, commonly acceptable meaning of
i the cost of a government program or policy. The cost analyst must give
| meaning to the cost of a program by deciding what cosis are of concern
and how they are to be weighed and evaluated. 1

i Minimizing Costs or Maximizing Benefiis

In addition to estimating the costs of proposed programs, the cost analyst
; has a responsibility to help discover ways to minimize costs or maximize
i benefits of a program. Indeed, this is often the major purpose of cost
| analysis. To help with this task the cost analyst will find it convenient to
distinguish among marginal costs, average costs, and total costs. Before
proceeding it should be emphasized, in the unlikely case that the reader is
not well aware of it, that minimizing costs and maximizing benefits are
alternate sides of the same coin. The housewife who has learned how to get
a given quality and quantity of groceries for the least money has also
learned how to pet more grocerics of better quality with a given shopping
budget. She has learned how to improve the ratio of costs, on the one hand, !
to quality and quantity, on the other.

Neither the expert housewife nor the cost analyst has much in common
with the two prevalent forms of naivety represented by the miser and the ‘
spendthrift. Neither the cheapest nor the most expensive is always the best. !
: Neither the miser nor the spendthrift has learned how to get the most
- | military effectivencss out of the resources available.
it should be emphasized, of course, that neither the expe:t housewife

1* We should also stress that the cost analyst must decide what relative weights to assign
to costs that fall upon different agencies or individuals. For conven’ “nce, if for no other

! reason, the cost analyst is very likely to give unequal weights to the interests of different

‘ agencies and people. This is what he does in fact whenever he uses the dollar bids in the
marketplace as his measure of costs, since the distribution of purchasing power among
people and agencies is not in any obviously meaningful sense “‘equal.” The appropriate-
ness of using the weights that are automatically assigned by the distribution of purchas-
ing power depends in part upon whether or not all cu:-ts are going to be reimbursed or
compensated.
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nor the professional cost analyst ever simply ‘‘minimizes costs,” or simply
“maximizes benefits.”” The aim is either to “minimize the costs of accom-
plishing a certain mission or of maintaining a certain program,” or to
“maximize the benefits achieved with a certain level of resources or at a
certain level of cost.” When we use the phrase “‘minimize costs” or
“maximize bencfits,”” we are using a commonly understood shorthand for
the longer, more meaningful phrases. The two longer phrases are essen-
tially equivalent.2® If we are minimizing the cost of attaining a certain level
of output, it inevitably follows that we are maximizing the level of output
attainable for that given level of cost.

In order to minimize the total costs of our military defenses or i0 maxi-
mize ont military capabilities for a given defense budget, we must do a
great deal more than simply choose the optimal force mix. We must choose
the optimal number of units of each element in the mix, the optimal rate of
production of each, the optimal frequency of maintenance inspections for
each, the optimal combination of production materials for each, the
optimal ¢onfiguration of each, and so on. A whole host of difficult cost
analysis problems still remain even after the basic choice among competing
programs has been made.

To help guide the decisionmaker with this host of problems, the cost
analyst focuses attention on marginal costs, rather than directly on average
costs or rtotal costs, although it is these latter costs that are his ultimate
concern.

Marginal costs are those costs incurred as we make marginal changes in
a program.?! If we add one more Juality inspection during the p: »duction
process, for example, this will add a marginal increment to the quality
inspection costs and, also, it should add some marginal improvement in
the reliability rate of the end product. Since there will be hundreds of such
alternative ways to increase the effectiveness of a program, we will need
to estimate the marginal costs of these competing alternatives so we can
allocate our resources to the best of them. We need to know the marginal
ratio of benefits (increases in effectiveness® to costs for each of these numer-
ous alternatives. Only then can we be sure of getting the greatest effective-

20 The relationship of the two phrases was discussed in Chapter 2. In addition to maxi-
mizing the ratio of benefits to costs for a given scale of effort or a given size of a program,
there is the separate problem of choosing the scale or size. If we try to choose the scale
by simultaneously specifying both the level of benefits and the level of costs, these two
specifications may very likely be inconsistent.

2! Marginal cost can be thought of as the “first derivative” or “‘the raie of change™ of
the total cost of a military program as the scale of the program (or the schedule, or the
readiness level, or the performance capability, or the reliability, or whatever) is being
shightiy altered.
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ness with the resources available, or of achieving r. given level of effectiva-
ness for the least cost.

Effectiveness is maximized, or costs are minir: ve., only when the mar-
ginal ratios of benefits to costs are equal for all of tk. - competing alternative
ways available for making marginal improvements in a program. For
example, if we reduce the effective payload of an aircraft by 1 pound in
order to save $100 in the materials cost of the fuselage, then we should not
simultaneously spend $200 1mnore on the construction costs of the ailerons
in order to increase pavioad by 1 pound. The marginal ratio of cost to
benefits should be the same for all the various ways of increasing payload
or of increasing any other performance characteristic. Simuiarly, we should
not spend $1,00C to hasten the delivery date of a missile by one week and,
at the same lime, delay delivery by a week in order to save $500.22

This is the reason that the cost analyst and the decisionmaker must be
continucusly concerned with marginal costs. We must be sure that our
dollars, or our manpower, or our facilities are used in ways that give us
the greatest marginal increase in benefits. Unless we equate cost-effective-
ness or cost-benefit ratios at the margin we can be sure that we are not
getting the greatest effectiveness from the resources committed to a pro-
gram.?? No responsible decisionmaker can afford to be mindle.< of this
simple and fundamental principle.

Comprehensive Coverage of Costs

There is one way to minimize costs that we should not allow the dscision-
maker or the cost analyst. We should not allow etther of them to minimize
costs by overlooking them!

Anyone can provide the decisionmaker with precise and reliable estimates
of some of the costs of a program. That service alone, however, is not
really as helpful as we sometimes suppose. It is very difficult to make a
rational choice between proposed military capabilities A and B, for
instance, no matter how detailed and precise and dependable the cost
figures, if the figurcs represent some uncertain fraction of the total cost of
each. The decisionmaker needs to compare, as well as he can, their total
costs.

22 The examples we have used each include dollars as the measure of cost, but this is not
at all necessary. We could be sacrificing aircraft payfoad to increase aircraft speed, for
example, and if so, i* is iinpo_tant that the marginal trade-off ratio between payload
(cost) and speed (benefit) be equal for all possible trade-off opportunities between the
two. Incidentally, the reader should note that whether payload is the cost and speed
the benefit, or vice versa, depends simply on the direction of the exchange.

13 Agair, we may illustrate these points directly from economic theory. An example from
the theory of the firm is presented in Appendix C.

|
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Cunseguentiy, the real challenge facing the cost analyst is to be compre-
hensive in his analysis of costs. Often we focus our attention only on those
parts of totai cost that can be conveniently identified, measured, and ¢valu-
ated, and then give little atiention to the remaining costs.

Earlier, we mentioned some of the many convenient cost categorizations
that are used in an effort to be comprehensive in our data collection and
cost-estimating efforts. For example, costs of a new military capability
are sometimes divided into development costs, investment costs, and
operating costs. Development costs would include all those costs that must
be incurred simply to develop the technological know-how trat permits us
to produce the new capability. Investment costs would include all those
costs involved in producing the needed equipment and in setting up the
new program, and these costs, of course, would depend upon the size of
the program and upon production rates and schedules. Operating costs
would include all the additional costs involved in using the new capability
or in keeping it operationally ready. These costs would depend, of course,
upon utilization rate or readiness level. If these three catcgories are interpre-
ted broadly enough. the three combined should be comprehensive enough
to include all the relevarit costs. The appropriate set of categories will
naturally vary depending upon the particular military capability, or item,
or policy, or decision being znalyzed, and a number of useful cate-
gorizations will be illustrated in later chapters of this book. The important
thing is that the categories be comprehensive as well as convenient.

The Difference Between Dollar Expenditures and Total Cost

To be comprehensive it is essential that our categorizations of costs are
not restricted to money expenditures or to budgetary commitments. It may
occasionally be the case that our only concern is with dollar expenditures,
but in such cases we should use the label * dollar expenditures,” not “total
costs.” As we have stated before, gr :at care should always be exercised in
deciding whether or not an estimai.- of “‘dollar expenditures” represents a
reasonable estimate of “‘total costs.” To einphasize the need, and also the
difficulty, of being ~omprehensive, it is often desirable to distinguish costs
according to their measurability, for example,

Dellar expenditures,

. Other costs that can be evaluated in dollars,
. Other costs that can be quantified,

4. Other, nonquantifiable, costs.

W N =

The first category, dollar expenditures, is largely self-explanatory. Some
reminders are perhaps appropnate, however. A program or policy may
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alter the dollar expenditures of many different organizational divisions
within, say, the Department o the Army. Moreover, even the dollar
expenditures ol the other military departments may be altered, and quite
possibly the expenditures of still other Federal agencies, local govern-
mets, and nongovernmental units. The extent to which all these expendi-
tures are included in a cost estimate will depend upon the cos* analyst’s
skill and upcn his client’s interests. In his ¢fforts to be comprehensive the
cost analyst must, of course, avoid double counting as doliars spen! are
subsequently re-spent by the initial recipients. Similarly, the cost analyst
must take pains to include only those dollar expenditures which are
altered by the decision at hand, and exclude all expenditures that will be
incurred regardless of the decision.

The second category includes the consumption or utilization of many
resources which might not affect dollar expenditures immediately or directly
but which can v> conveniently evaluated in dollars. Two subcategories
should be distinguished. One includes those common expendable items
withdrawn from accumulated stores, such as ordnance or petrcieum or
spare parts, that can often be measured and aggregated in dollar terms
more conveniently and more meaningfully ihan in terms of, say, pounds
or cubic feet. The consumption of such items is likely to require, some-
time in the future, the expenditure of dollars to replenisk: stocks, and this
provides us with a meaningful doliar evaluation of these resources. It is
important to realize that the appropriate doliar measure to use in evaluat-
ing these resource costs is the anticipated future dollar expenditures, not
the actual past dollar expenditures. All items in this subcategory could be
covered in the first category, actual dollar expenditures, if the cost analysi
cnose a sufficiently long-run time horizon for his analysis. The cost
analyst faces many serious difficulties, however, as he attempts to look into
the distant future, and consequently, he will undoubtedly select some more
manageable short-run time horizon.

The second subcategory differs in nature from the first. If we are
ingenious enough, manpowc: requirements, or office space needs in the
Pentagon, or the utilization of air base facilities can all be evaluated, more
or iess meaningfuily, in terms of doliars. The dollar evaluation, however,
need not be a simple reflection of dollar expenditures even in the long ruin.
To evaluate such items the cost analyst will need to discover the best, or
the most likely, alternative use for these resources and then discover a
plausible way cf evaluating these alternative uses in terms cf dollars. Of
course, ‘his task will rarely be easy, and it will often be better simply to
measure these resources in some other terms than dollars and to list them
separately. They would then fall under the third category listed earlier.
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Che third category includes ali of those guantifiable costs that cannot be
reasonably or confidently ¢valuated in dollars. In addition to some of the
items mentioned in the last paragrapk, this category may include a number
of extremely important costs — for example, lives lost. In the example
presented at the very beginning of this chapter, consider the hours that
were spent, in addition to the dollars that were spent, at the neighborhood

B e ] m|-<;mnn'tyn'm
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bar.
1 Finally, the fourth category includes those elements of costs that we
are unable to quantify in any helpful way. A program or policy may dis-
é sipate some of th.c limited reservoir of public good will, or staff esprit, or

political influenice, or iaternational credibility, for example. A program
may increase the risks of accidents, or restrict the flow of information, or
reduce the effectiveness of training programs, and so on. Of course, if a
cost analyst is clever and presistent, he may often find a way to shift items
from this fourth category into the third category, or possibly even into the
second. If he is simply ambitious, however, rather than ingenious, his
efforts to quartify costs, and then to convert them all into dollars, may
prove utterly misleading to the decisionmaker. Often, it may be better
simply to cite the considerations and leave them unquantified.

The reader has probably noted that the last two categories of costs may
very likely include a different sort of costs than those we have previously
discussed. We have focused most of our attention on the benefits obtainable
from an alternative use of resources. 1t is clear, however, that the direct
consequences from any particular use of resourcss can include toth bene-
1 ficial and noxious elements. The latter should probably be included among
the costs of a decision, but they are usually considered “negative benefits”
rather than costs, in keeping with our tendency to transfer all of the
difficult measurement problems over to the “benefit” side of our cost-
benefit analyses.2* The reader should also note rhat, just as the costs of a
decision are benefits lost, so also the benefits ,f a decision can include
costs avoided. The important thing, however, is not how we label costs and
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* An example of this form of cost was also included at the beginning of this chapter
when we considered *“‘stopping by the neighborhood bar,” that is, the resultant hang-
aver, The difference between these two forms of cost is not always clear, and we do not
intend to stress the distinction. The high salary paid a test pilot, for instance, is partly a

recompense for his alternative employment opportunities and partly a compensation for

the hazard that is a direct consequence of his employment. The cost of building an air-

port or a supersonic transport includes damages (which may or may not lead to dollar

expenditures) to residents living near landirz and take-off patterns. Fundamentally,

though, direct consequences are simply a special form of alternatives. The test pilot’s

premium salary must recompense him for giving up his alternative to live safely as well

as his alternatives to =arn money elsewhere.
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bencfits, nor even which side of the equation they are on. The important
thing is that all of the significant consequences of our decisions appear
somewhere in our cost-pdenefit analyses and that they are neither forgotten
nor double-counted.

Costs Are Consequences

Before proceeding we need to reconcile the two seemingly different concepts
of cost that have just been mentioned: “cost” as the value of forgone
alternatives and *‘cost” as the undesirable direct consequences of a policy
or program. In either case, costs are consequences of our decisions. This
rather simple observation introduces several important points that deserve
some reflection.

First, since costs are consequences, we must note and remember that
only decisions cr choices have costs. Nuclear submarines don’t have costs.
The decision to build them, or not to build them, has costs, and the choice
of one design rather than another has costs. The distinction may seem like
a fine point, and it may not be necessary in common parlance to correct
our habits of speech. Nonetheless, the professinrnal cost analyst and the
senior decisionmaker must always be aware taat they arc analyzing
decisions, cr choices, and that the meaning of ccst depends precisely on
the specific decision uander consideration. We have already stressed this
point.

Second, it is important to note that we cannot estimate the consequences,
or the costs, of any decision without presupposing some alternative
decision, or choice. This statement may appear trite and obvious to some
readers and heretical to others. Since it is fundamental to cost analysis, it
may warrant elaboration and emphasis.

How can we estimate the consequences of a decision? A moment’s
reflection will assure us that we can only do so by comparing two alterna-
tive states of the world.2®> We must estimate what will happen if we make
a certain decision and, zlso, what will happen if we do not, or if we make
some other decision. The costs and benefits of a decision lie in the differences
between two alternative worlds. Even in retrospect, even after a certain
decision has been made and implemented, we cannot fully determine its
actual costs or benefits without estimating the different state of the world
that would otherwise have ensued. The careful definition and comparison

23 In case a moment’'s reflection hasn’t done the trick, consider the question of whether
or not the rising of the morning sun is a consequence of the cock’s crowing. The answer
depends upon whether or not the sun would rise even if the cock remained silent. Only
differences that result from differrmt decisions can be properly counted as consequences,
or as costs or benefits.
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of alternatives (alternative decisions and alternative worlds) is the essential
uature of the challenge facing a cost analyst.

There is really nothing heretical in these statements. The only purpose of
cost analysis is to help guide decisions, and the only purpose of making a
decision is to choose among different werlds. After all, a decisionmaker is
a man who changes the world. If a decision doesn’t change the world we
dismiss it as inconsequential by saying, ‘It doesn’t make any difference!”
Differences between worlds are the essence of decisions and choices, and
of costs and benefits.

Costs Depend Upon the Choice and the Chooser
Since the costs of a decision can only be found by a comparison of alterna-
tives, what alternatives should we compare ?

Suppose we are asked to estimate the cost of using several square miles
of land on the outskirts of Washington, D.C., for a military air base. The
cost depends upon the alternative uses of the land, but what alternatives
are relevant? It could be used as a military transportation depot, or as a
commercial air base, or as a public park, or as a new shopping center, or
for private housing, or it could simply be bought and sold in a frece com-
petitive market with no zoning restricticns at all. Should the cost analyst
attempt to guess what the acrual alternative use will be? Or should he
estimate the besr aiternative use? Or should he assume a commercial use,
since this would give him a convenient dollar valuation of the alternative?

The answer to this question depends upon the interests and the authority
of the decisionmaker and his cost analyst. A very simple example will
illustrate this dependence and emphasize its importance.

Colonel Smith is trying to decide whether or not to use a company of
airmen, temporarily assigned to his command, to police the grounds around
the barracks What will it cost him to use these men for this purpose? A
novice at cost analysis might suggest that it costs nothing, but Colonel
Smith knows better. He could also use these men to repair the auxiliary
runway, which may save the Air Force considerable money, or he could
assign them to training exercises. He knows the cost of policing the grounds
is to be found in Ais alternatives. But note that his alternatives for employ-
ing these airmen are very circumscribed. The commanding General of
the air base has a much broader range of alternatives, the Secretary of
Defense has a still broader set of choices, and Congress has an even
broader set.

The cost of using these airmen depends upon the decisionmaker - or
upon the decisionmaking level that the cost analyst has in mind. The
higher up the decisionmoker is on the ladder of authority, the higher the
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costs are certzin to be, because there are more and morc competing
alternative uses for these men.

Similarly, if wc focus our attention on the cost of accomplishing a
specific mission (like repairing a runway) rather than on the cost of using
a certain resource (like the airmen), we will find that this cost also depends
upon the decisionmaker. In this case, as we go higher up on the decision-
making ladder we can consider more alternative ways of doing the job,
and hence the lower the cost is likely to be.

It is clear that costs depend upon the decisionmaking level under con-
sideration. If we arc analyzing alternative means to a given end, the higher
the decisionmaking level the lower the cost — because we have a larger
choice of means. If we are analyzing alternative ends for a given means,
the higher the decisionmaking level the higher the cost — because we have a
larger choice of ends. But what decisionmaking level should the cost
analyst consider ?

To answer the preceding question the cost analyst must remember, or
decide, who his client is. If he focuses his attention at too low a decision-
making level, if he overlooks some of the relevant alternative uses of
resources or some of the relevant alternative means of accomplishing
a mission, his estimates of costs will be incorrect. On the other hand,
if he focuses attention at too high a level, his cost estimates will be ir-
relevant,

It might seem that a cost analyst should focus on the highest conceivable
decisionmaking level, and that this focus will permit a “‘true” estimate of
cost. This may be a laudable ambition and a useful theoretic exercise, but
we are likely to find it exceedingly difficult to define the *“‘highest decision-
making level,” and even more difficult to make cost estimates that are
relevant for that undefinable decisicnmaker. Even a cost analysis uider-
taken for a congressional committee should take for granted most of the
numerous constraints on decisionmaking and the numerous boundarizs
on alternatives that are incorporated into Federal and local laws and into
the contemporary framework of the economy and the social order. In
estimating costs we always choose some restricted level of decisionmaking.
The extent of authority and influence assumed for the decisionmaker,
however, can vary over a wide and deep range, and the meaning of cost
will vary accordiigly.

As we mentioned earlier, cost depends not only upon the decisionmaking
level but also upon the imagination and ingenuity of the decisionmaker.
Every time Colonel Smit.i, for instance, discovers a new and better alter-
native use for his aiimen, the cost of using them to repair a runway
increases. Similarly, of course, every time he thinks of some more ingenious
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ncw way to repair the runway, the cost of repairing it decreases. But what
level of imagination should the cost analyst assume?

Again, it migkt secm that the cost analyst should assume, for purposes
of estimating costs, that the decisionmaker has no limit of ingenuity. This
procedurc may also be laudable, but it is no more practicable than the
procedure of assuming unlmited authority. There is always certain to be
a better use of resources than the use which we select - if only we were
ingenious enough to find it. If we define cost as the best possitle alternative
use of resources, the cost of any practicable program will exceed its benefits.
The cost analyst will have to content himself with those very limited alter-
native uses that the decisionmaker, or the cost analyst, can readily discover.
Helping the decisionmakers discover and evaluate alternatives is the func-
tion of cost analysis. It is also the funct.on, incidentally, of our competitive
free-market economy.

We have been stressing that costs depend upon the choices available
and that, consequently, they also depend upon the authority and the
ingenuity of the decisionmaker. We are not suggesting that costs are
undefinable, however, or that we have no way of estir ating them. On the
contrary, we are simply stressing that any meaningful estimate of costs

must inevitably be related to alternatives. Costs depend upon alternatives.
Costs are alternatives.

Comparing Alternatives

We are now in a position to put much of what has been said in simple
perspective, after which we will discuss further the two particular aspects
of cost analysis which most often puzzle the layman: the relation of dollar
costs to other costs and the value of time.

The probiems presented to the cost analyst and the systems analyst can
appear in varied forms. For example, should we implement a certain
proposed program or not? Should we choose program A or program B?
Is there a better way to implement the proposed program? Tnese are
questions that could be stated in cost terms if we wished: Will the benefits
of a certain proposed program exceed its costs ? Will program A accomplish
more for a given cost, or cost less for a given capability, than program B?
Is there a less costly way to implement the proposed program ? All of these
questions are reducible to the basic problem of comparing alternatives.

There are three component elements of an alternative to any program:
the common component; the specified differences; the remaining, un-
specified differences. The cost analyst must carefully delineate these three
components. They are illustrated in the following example.

Consider the question of whether to strengthen our defenses by adding
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another wing of strategic bombcrs or by increasing the alert status of
bomber wings already operational. Jt may be that neither manpower nor
currently authonzed expenditures permits the Defense Department to do
both, so the two possibilities are being analyzed and reviewed as alterna-
tives. Before we could begin to estimate the resource requirements of the
additional wing or of the increased alert status we would need to know the
currently planned program: the number of wings currently operational, for
example, and the support facilities currently in existence, the current
reaciness lcvels, the trained flight and maintenance crews presently
available, and so on. That is to say, we would need to identify the factors
that are common to both alternatives. In other words, we would need to
identify those factors concerning which the decision at hand makes
no difference. These factors will be considered as “‘given” or as ‘‘cost-
free.”

We ihen need to identify specified differer.ces ameng the alternatives. In
our example, one alternative includes an additional wing of bombers, while
the other alternative has a higher alert status. There are likely to be other
differences, however, such as a difference in manpower requirements or
dollar expenditures. These are the unspecified differences, and the identifi-
cation, measurement, and if possible, evaluation of these differences is the
challenge facing the systems analyst and the cost analyst.

If the specification of differences between alternatives were truly
complete, of course, there would be no remaining unspecified differences
for the analysts to be concerned with. At the other extreme, the alternctives
to a program may not be specified at all, so the entire burden of identifying
alternatives and their consequent differences rests with the analysts, In any
case, the analysts must fulfill these two responsibilities:

1. The decision or choice to be analyzed must be clanfied either by
delineating the range of alternatives to be compared or, equivalently and
more easily, by delineating the common component of all acceptable
alternatives - that 1s, by specifying the *‘givens.”

2. A comprehensive accounting of all the important differences,
specified and unspecified, that will result from making one decision or
choice rather than another, must be developed and presented to the
decisionmaker. These differences should not only be identified, but
wherever feasible measured and if possible evaluated.

No cost analysis problem has been meaningfully stated until the first rask
has been done with reasonable clarity. No cost analysis is truly completed
until the second rask has been done with reasonable comprehensiveness.
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The Relation of Doilar Costs to Other Costs

It 15 often said that money isn't the only thing in life - but that it is well
ahcad of whatever comes second. The reader could probably think of
several close competitors, but actually the statement is deceiving. Money is
not first, or second, or third in a list of the important things in lifc. Money
is a means for attaining some of the imporiant things. To the extent that it
actually can procure them, moncy can be a proxy for them, and dollar
costs can then be used as a meaningful measure of real costs. But, as we
have alrcady stressed, dollar costs may be neither a complete nor an
accurate measure of costs. We hasten to add, however, that simply because
dollars aren’t everything, it docs not follow that we, as individuals or as
decisionmakers, can afford to dispense them casually or to ignore dollar
costs. Responsibility requires an awareness of both their importance and
thei. limitations.

Recall the example of Colonel Smith and his problem of choosing the
best assigninent for his airmen. We saw that the dollars paid to the airmen
are not a complete or accurate measure of their real costs. It is worth
noting, incidentally, that their pay would be an inaccurate measure of costs
no matter whether we were concerned with *‘costs” in the very narrow
sense of dollar expenditures or in the deeper economic sense of meaningful
alternatives. Since the airmen must be paid regardless of how, or whether,
they are productively employed, the additional dollar expenditure entailed
by using them is zero. And the valve of the meaningful alternatives their
present activity may preclude could ULe far greater than that suggested by
their pay. The dollars paid to these men are a very inaccurate measure of
their actual cost.

Granted the limitations, what meaning do dollars have? What signifi-
cance anses irom knowing ihat two difierent items, for example, a truck
and a radio transmitter, have the same dollar cost? It can mean several
different, but closely related things, as we suggested earlier. It can mean
that the two items are considered of equal marginal value in the market-
place, provided, of course, that the two items are actually traded in the
market. Or it can mean that the two itcms could be produced with the
same resources or, more likely, that the resources required to produce one
of them could be exchanged in the marketplace for just enough of the right
resources to produce the other. In any of these cases, it means essentially
that society considers the sacrifices involved (the alternatives forgone) to
be of equal measure. This is the essential meaning, but the practical
meaning to the decisionmaker is much simpler and more direct. It means
that whenever he allocates some of his budget to procure one of the items
he 1s sacrificing an option to procure the other.
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In sum, the immediate significance of dollar costs - 10 you, to me, to a
decisionmahker, to any government department with a given mission and a
fixed budget - is that dollar costs help to indicate our choices among
alternative means. The broader significance of dollars is that they help to
indicate the relative valuc of alternative ends, as determined Ly society as
a whole operating through the marketplace and by the governmen?
through the budget allocation process. In either case, dollars are only a
help, though a very great hcelp.

We stress that dollars are only a help iil0 matter whether we are trying
to discover alterpative means or trying to ¢valuate alternative ends. With
respect to chouvsing means, we have already mentioned that a full account-
ing of costs must cover not only dollar expenditures but other costs
measurable in dollars, other quantifiable costs, and nonquantifiable costs
as well. We should also mention that there arc other ways to compare
means, other measures of costs, than dollars. Many special analyses can be
simpler and more meaningful when costs are measured in terms of, say:
flying hours, days, available payload, men, manhours, lives lost, floor
space, missiles ready, pounds of fuel, cubic feet, and so on.

With respect to evaluating alternative ends, dollar measures are often
simply not available, as we have mentioned, and even when they are
available their validity is not always beyond reasonable dispuie. Dollars
are not really any smarter than engineers and production managers and
inventors and reporters and city planners and systems analysts. Dollars
reveal alternative uses of a resource cily (o the extent that large numbers
of people and government departments are bidding for the resource in a
free market and they are aware of the availability and possible uses of the
resource. For many important resources, this is simply not the case.?®
Moreover, there are other ways to discover and evaluate alternatives than
through the use of dollars and the marketplace. Public opinion surveys are
one way. Political processes are another. These varied procedures differ,
not only in the methods of analysis they suppose, but also in the relative
weights they attach to the competing interests and judgments of different
individuals. Such procedures have obvious limitations, but each hes a

claim to validity. Of course, economists, sociologists, psychologists, political

scientists, businessmen. politicians, and, these, have differing preferences
among them.
One final comment on dollar costs must be made. Dollars are not all

2¢ Even where dollar prices of resources are available, they represent values only atthe
margin, and they may consequertly be inapplicable for the analysis of very large
government Programs.
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alike. It matters a good deal whether the dollars spent for a given progra:n
come from your pocket or someone clse’s. It also maditers whether the
dollars saved by a government department are available (o that department
or whether they will revert back to tne Treasury. Where dollars will come
from and where they wili go is a reascnable and inevitable concern of the
decisionmaker. It is also very true that a dollar spent overseas is not
eyuivalent to a dollar spent at home and that a dollar in this year’s budget
is not at all equivalent to a dcilar in next year’s. This last important
difference will be discussed further in the next section.

Time Is Money : The Concept of Discounting

Time is valuable. Indeed, few things are more valuable, whether we are
thinking about our personal lives, or a military compaign, or business
investments, or farming, or the developmert of new military capabilitier,
or national economic and social programs. And yet the value of time is
often forgotten, particularly whenever someone compares dollar expendi-
tures this year with those of next year and the year after, as if all of the
dollars were equal.

They are not. No military officer would sugpest that a reserve infanu:y
battalion arriving at the front !ine next week is equivalent to a battalion
arriving today. No shipbuilding contractor would admit that constructior:
materials arriving next month are equivalent to those arriving this week.
Resources on hand today are usually worth more than identical resources
deliverable tomorrow. Consequently, dollars with which we can buy
resources today are worth more than dollars available tomorrow. Thus,
t:fs=» yve can meaningfully add together dollars spent or received in
cufferent periods, we must “discount” future dollars, for they are worth
less thar. current dollars.

The procedure for discounting is simple, although the choice of a
discount rate i often difficult. If a Jocal savings bank will give us 1 dollar
next vear for every 90 cents we deposit this year, or if the bank will give
us 90 cents today in return for a promise to pay 1 doliar next year, then we
might reasonably adjudge a dollar next year to be worth only 90 cents on
hand today. We might “discount” future dollars at a rate of 10 percent
per annum. What we mean is this: A dollar available next year will be
judged as worth only 90 percent as much as a dollar available todzay.
Similarly. a dollar availzole 2 years from today will be judged as worth
only 90 percent as much as a dollar available next year (or 90 perceni x 90
percerit of a dolla: on hand today) and so on. By discounting the value of
future dollars in this way we can reduce all dollars into their “present
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value” equivalent, and then wu can compare these dollars sensibly.?’

We have stated that future dollars are worth less than currently available
dollars, but how much less? To argue that time has value is easy; to
measure the value of time, however, is anything bt easy. How much is it
worth to the Marine Corps to have another million dollars in this year’s
bud et rather than next year’s? How much is it worth to the DOD to be
able to postpone a certain expenditure for a year? What ““discount rate”
should be applied to futurs dollars so that they can be sensibly compared
with current doliars?

Other Probleins Related to Time
Before attempting to answer this question, we must take pains to identify
and distinguish several closely related problems that oftcn become inter-
wingled and confused with the problem of estimating the value of time.
First, we are not concerned here with the problem cf inflation or the
diminishing purchasing power of the dollar. This i1s a different problem
ard is handled by “deflating” dollars, that is by dividing dcilars by some
appropriate index of prices. The procedure itself is very simple, although
finding an appropriate index can often be a problem.2®

Second, we are not concerned here with the problem of shifting burdens
onto future generations. We often choose to avoid making sacrifices today
and, as a consequence, impose additional costs on the general public in
future years. As we exploit our natural resources, for instance, we terd to
diminish the resources available in the future. If we fail to solve the
problems of urban ghettos in this generation, we leave these costs to the
next. This problem of balancing our current interests with the interests of
future generations is very real, but it is not the problem of the “value of
time” that we are discussing here. Although the two are inextricably
intertwined, conceptually they are distinguishable. The problem of allo-
cating the burden of a government program (that is, deciding who will pay
the cost) is distinguishable from the problem of estimating the cost.

27 For the reader who is unfamiliar with the basic mechanics of *‘discounting” and the
use of discount rates, a specific illustration is included in Chapter 8.

28 Acually, the cost analyst can usualiy escape this problem altogether. If he is estimating
future costs of a program he is probably assuming, for purposes of his cost estimates,
that prices will remain at current levels. In other words, he does not have to take price
changes our of his estimates because he has not put any such changes into his estimates.
His unadjusted cost estimates represent an estimate in *‘constant dollars™ - that is, in
dollars taat are all equivalent in purchasing powsr. Only if he wants to estimate actual
dollar expenditurss, for financial planning purposes, will he need to become concerned
about ger.eral price changes. If he wants to comnare real costs of alternative programs,
general price level changes due to monetary phenomena may be ignored.
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The reader should be warned, however, that it is much easier to
distinguish these two problems in theory than in practice. Any decision-
maker is concerned with bork problems. Any voter wants to know whether
the real burden of a program is going to fall on him or on someone else.
When a cost analyst says that two programs are equal in ‘‘cost,” he is
usually asserting only that they require equivalent resources — resources
that either are identical or can be exchanged equally in the marketplace.
The decisionmaker and the voter, however, are inevitably concerned not
only with this estimate of tota! cost, but also with the question of who will
pay the cost. Similarly, they are concerned not only with total benefits, but
with the question of who will receive the benefits.?®

Third, in discussing ‘‘discounting” here we are not concerned with
uncertainty, although this, too, is a very real and important problem, as
we have stressed ¢lsewhere. Our estimates of both the costs and the benefits
of a proposed program become increasingly uncertain as we attempt to
look further and further into the future. The decisionmaker cannot afford
to overlook this. His decisions must take into account the fact that cost
and benefit estimates 5 or 1G or 20 years into the future have much less
reliability than estimates for the next year or two. In a very different sense
of the word, he must “‘discount” distant future estimates as being less
reliable than near future estimates. But this is not the same thing as
discounting future dollars because of the value of time. Furthermore, we
must remain painfully aware of the fact that future costs can be under-
estimated as well as overestimated. As often as not, such cost estimates
should be increased rather than reduced.>°

Choosing a Discount Rate
Returning now to the difficult problem of choosing a reasonable rate for

29 If a decisionmaker wants to expand the concept of *‘cost” beyond that which we have
presented, if he wants to incorporate into his concept of *‘cost™ the problems associated
with allocating the real burdens of a government program, then (1) there will be no way
of identifying the cost of a program short of estimating its impact on the rosal fiscal
program of the governmient (that is, the cost will inevitably depend upon a precise
specification of two or more complere alternative fiscal programs) and (2) there will be
no very mecaningiui way of adding up the real burdens of a program into a single number
(that is, the real burdens imposed upon a number of different individuals will have as
many different dimensions as there are people).

3¢ The absence of reliable estimates of costs or benefiis increases the value cf flexibility
rather than the value of fime, although the two often appear identical. One way to pre-
serve flexibility, for example, is to postpor : decisions or expenditures as Iong as possible.
Consequently, we ofien modify a program to postpone expenditures, even though the
resultant costs might be slightly higher, since this gives us the flexibility of canceling the
program should our cost or benefit estimates prove to be in error. On the other hand,
prudence often requires us to speed up a program because of uncertainties.
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discounting future dollars, we should first take note of a common and very
inappropriate method of discouniing. Too often we attempt to compare
alternatives simply by adding up undiscounted dollar expenditures for a
S- or 1C-year period, and then neglect all subsequent expenditures. In
doing this we are choosing two discount rates, neither of them defensible.
We are choosing a discount rate of zero for the next 5 or 10 years, and a
very high (actually infinite) rate for every subsequent year. Finding a
completely satisfactory method of discounting might be very difficult, but
improving on this very common procedure would be easy.

The proper choice of a discount rate depends, just as cost depends, upon
alternatives. Alternatives, in turn, depend upon the decisionmaker’s
authority and interests. These basic facts should sound very familiar to the
reader by now. It remains only to apply them to the problem of choosing
a discount rate.

Suppose the Army receives a bid for the production of rifles, and that
the bid happens to offer the Army the choice of either reimbursing the
manufacturer on the final delivery date in the amount of $1,000,000 or
providing the manufacturer with progress payments in amounts totaling
$900,000. Which choice should the Army make? A4 rarional choice cannot
be made until it is known what other, similar options are available throughout
the total procurement and operation program. A multitude of oppor-
tunities can be found in the total Army program for trading off higher
expenditures at a later date for lower expenditures today. It can pestpone
replacement of old equipment, for example, but incur the penalty of higher
operating costs over the next few years. It can postpone necded repairs or
maintenance servicing, but suffer higher repair costs next year. It can
repienish stocks of consumable supplies in small amounts only as needed,
but forgo the cost savings that might be obtained by ordering in large, bulk
quantities. It can adopt construction methods or building designs that
reduce current cutlays but lead to earlier obsolescence or added main-
tenance expenditures. In a multitude of such ways, the Army is con-
tinuously comparing the value of a doilar this year with the value of a
dollar next year. The Army is continuously trading off this year’s dollars
for next year’s, and vice versa.

Now, to answer the question about whether to pay $1,000,000 upon
final delivery of the rifles or $900,000 in progress payments. If the Army
has other opportunities to use $900,000 in ways that will save much more
than $1,000,000 a year from now, then the best choice is to postpone
payment for the rifles. The availability of these other alternatives means
that $900,000 today has a value to the Army, and a cost to the Army, that
exceeds $1,000,000 next year. The appropriate discount rate for use in
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comparing future dollars with today's dollars depends upon the alternative
opportunities available for exchanging one for the other.

Since the Army has a host of alternative exchange opportunities, each
yielding a different exchange rate, which of these rates is the relevant one
to use for discounting? The relevaint exchange opportunity is the best
discoverable unexploited opportunity available to the decisionmaker. In
other words, as with the problem of measuring cost generally, the best
actual alternative is the relevant measure — indeed, it is the meaning - cf
cost.

Several comments are in order at this point. First, there is no reason to
presume that we should use a constant interest rate as we look forward
from year to year. A dollar in 1970 may be worth as much to the Army as
$1.10in 1971, but a dollar in 1971 could be worth as much as $1.501in 19/2.
The relevant exchange rates will depend upon many things: the budgetary
generosity of Congress in various years, the specific operational missions
of the Army in these years, new technological developments, the changing
international scene, and so on.

Second, although we can estimate appropriate discount rates to apply
today (for both short and long time periods) by looking at currently
available exchange opportunities, we can only make informed guesses
about the appropriate discount rates to be used next year. That will depend
on various unpredictable things, notabiy the size of next year’s budget, the
state of the world next year, and revised expectations about the future.

Third, if the Army — to return to our example - is not permitted by
Congress to shift money freely from one budget category to another, it
may be that the relevant discount rate will vary from one category to
another. Because of limitations in procurement funds, the Army may be
unable to exploit opportunities to save 2 dollars next year for each
procurement dollar spent this year, while in some other budget category
it may be able to spend a dollar to save only a dollar and a half next year.

Fourth, if the Army is not doing a good job of comparing alternative
exchange opportunities, it may be that several different and inconsistent
exchange rates can be determined within a given budget category. The
Army might be neglecting some opportunities to exchange 80 cents today
for a dollar next year while, simultaneously, it may be exploiting oppor-
tunities to spend 95 cents this year to save a dollar next year. What
exchange rate should a cost analyst use then? There is no obvious answer
to this question, but the analyst can at least identify an obvious need for
the Army to review its program. As a matter of fact, unless the Army
knows what its actual discount rates are in various categories, it 1s
extremely likely that inconsistent rates will be found in its total program
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and thati, consequently, it will not be getting maximum effectiveness for
each dollar spent. That is precisely why discount rates, and cost analysis
generally, deserve more attention than they are receiving.

Equalizing Discount Rates

We have just noted that we might find unequal, or inconsistent, discount
rates effective within the total Army program and that this inevitably
implies inefficiency. Similarly, it is very likely that effective discount rates,
or marginal exchange opportunities between current dollars and future
dollars, are different for the Army than for the Navy, or the Air Force, or
the Department of Transportation, or General Motors. These differences not
only pose a problem for the cost analyst, but they also suggest a need for
review of budget allocations and of expenditure patterns.

The decisionmaker who does not equalize marginal exchange oppor-
tunities within his realm of authority can fairly be said to be guilty of
mismanagement. He should not be postponing expenditures at an ultimate
cost penalty of 20 percent per year while simultaneously spending money
to avoid a cost penalty of only 10 percent per year. This means that the
head of every government unit should have some notion of his marginal
exchange opportunities between current and future dollars, and he should
be sure that all of his “‘spending’ and “‘postponing” decisions are consistent
with that marginal rate,

It is important to realize, however, that executives on subordinate levels
cannot properly be blamed for inconsistencies b~*ween their own discount
rate and the discount rate of other organizations on the same level. The
Strategic Air Command cannot be expected to shift some of its budget to

has marginal opportunities to ““invest” money at a greater rate of return,
The Strategic Air Command is vitally interested in maximizing total
military preparedness, of course, but it is much more aware of its own
needs, and its own contributions to defense, than those of other miiitary
Commands. The only decisionmakers that can properly be blamed for
inconsistent discount rates between two government units are those with
authority and responsibility to allocate budgets between the two.

The task of determining the efleciive exchange ratio between current
and future dollars, or the appropriate discount rate, is one of the challenges
of any cost analysis. Sometimes, however, the task can be made relativeiy
easy. For example, suppose that, because of very efficient budget allo-
cations at the top level in the DOD, there is widespread consistency in the
effective discount rates throughout the military services. Then a cost
analyst for any decisionmaker within these services can propeily use the

B S5V SR

e .




CONCEPTS OF ECONOMIC COST 57

same discount rate. In fact, the Office of the Secrctary of Defense might
specify a common discount rate and direct its usc as a way of establishing
this consistency. But now st ypose that this discount rate is different from,
sy, the rates used by the Department of Transportation or General Motors,
Is it possible to specify some single, universally appropriate, discount rate
that should be used for all government decisionmakers, and perhaps ail
private decisionmakers as well 73!

As we have suggested earlier, ambitions on the part of the cost analyst
to represent the ultimate level of authority and wisdom are scldom
realistic. He must choose some manageable level of “‘sub-optimization”
and estimate the appropriate discount rate accordingly. Several obstacles
prevent him from discovering and representing the “‘ultimate” level of
optimization: the diffusion of authority within our society, the lack of
common agreement among these decisionmakers about the appropriate
balance between current and future needs, the absence of a perfectly
functioning market mechanism at worl that might allow these different
governmental and private decisionmal.crs to make mutually convezient
loans to each other and hence bring their varied choices and opportunities
into balance.

As a result, there arc different effective exchange rates between present
and future dollars, rather than a single pervasive rate. No Congressman,
no decisionmaker, no cost analyst is compelled by any economic logic to
believe that any specific one of the multitude of current interest rates,
explicit and impiicit, within the public or the private sectors of our
economy represents either the best interests or the revealed preferences of
our society, 32

This is not to deny, however, that it would be well 1o have a single,

3' For a good discussion of the consistency problzm, see the statement by Eimer B.
Staats, Comptroller General of the United States, before the Subcommittee on Economy
in the Government. Congressional Record - Senate, January 30, 1968, pp. §-632 to S-634.
32 Since this statement may seem contrary to common assumption, perhaps we need to
stress the point. For many government operations we do not even know what the effective
discount rates are, let alone what they shculd be. We are often unable to predict or
measure in a satisfactory way the actusi consequences of many government programs
and, worse, in many cases we cannot even distinguish “investment” from *“‘consumption”
or *costs”” from “benefits.” It follows that we do not know the actual margina! rates
of return on government investments. Furthermore, the proper overall balances be-
tween investment and consumption, and berween public and private expenditures,
and between short-run and long-run interests, and between the desires of this generation
and future generations are, and will remain, controversial political issues. All of these
unsettled issues, plus gnestions of monetary policy generalily, affect the exchange ratios
between current and future dollars The cost analyst must determine the relevant dis-

count rate for his decisionmarci, rather than presume to know the ultimately proper
rate.
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consistent discount rate effective in our economy. We are only pointing
out that such a discount rate is a laudable ambition, not an accomplished
fact. If we want to bring more consistency, and hence more allocative
efficiency, into the realm of government expenditure, we will first need to
begin estimating the actual exchange rates between current and future
dollars in the various government departments and programs. We will also
need to distinguish the investment budgets from the operating budgets for
these various departments and programs.>? Neither task will be casy, and
the cost analyst cannot afford to wait until these ambitions are achieved.
In other words, the cost analyst is certain to be frustrated if he seeks a
unique, universally applicable, and indisputably proper discount rate. The
task of the cost analyst is to reveal relevant alternatives to the decision-
maker. For this purpose, he needs to know who the decisionmaker is, and
what options and authorities he possesses. His task is to discover the
exchange opportunities within the decisionmaker’s realm of influence. As
always, costs are to be found in these alternatives. Ccsts are alternatives.

Two techniques often used in handling the problem of time in cost
analysis are the computation of ‘‘balancing discount rates’” and the
estimation of “‘residual value.” Suppose that the cost analyst is called upon
to compare the costs of two clearly defined alternative methods of
accomplishing identical ends. If he 1s unsure of the relevant discount rate
to use in making the comparison, he may simply calculate the constant
discount rate that would equate the present value of the costs of the two
alternatives. This is sometimes referred to as “‘break-even” analysis. The
decisionmaker can then decide whether he feels that the appropriate
discount rate is higher or lower than the ‘‘balancing discount rate,” and
accordingly decide which of the two has the lower real cost.

A very diffeient problem is dealt with by the “‘residual value™ technique.
Frequently the cost analyst attempts to estimate the “‘residual value” of
all the resources of a program at the end of|, say, a 5- or 10-year period. He
does this because it is usually irapractical to attempt to trace out the costs
or benefits of a program year-by-year until the end of its existence or even
for any extended period into the future. Instead, he attempts to make
reasonably precisc monthly or annual cost estimates for 2 limited number
of years and th=n to summarize the status of the program at the end of this
period. In comparing alternative programs, we want to make note of the

33 The Department of Defense’s Planning-Programming-Budgeting System (PPBS)
attempts to make such a distinction. Since 1965, attempts have also been made in other
parts of the Federal Government, although progress has been extremely slow and the
quality of the results has varied widely.
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possibility that the resources of one may have greater *‘residual vaiue’ at
the end of our arbitrary planning and analysis period than the other. :

We need to make only a few brief comments about this procedure. First,
as a practical matter, adoption of some such procedure is inescapable.
Second, because of the value of time and the discount rate, the costs and
benefits of a program 15 or 20 years hence are, dollar for dollar, much l2ss
important than those of the next 5 or 10 years. Additionally, because ot the
flexibility available to us with the passage of time, the actual conscquences
of current program decisions tend to diminish with the passage of time.
Third, we should notc that an estimation of *‘residual value™ is not really
a way of escaping the task of looking into the long-run future, because
there is no way of estimating this value at the end of 10 years except by
looking further into the future. Fourth, we should note that “‘residual
value” 1s not necessarily equivalent to “‘scrap value.” It may be that an
aircraft carrier is worth nothing more at the end of 10 years than its value
] to a scrap-iron dealer, but hopefully it will be worth far more. Scrap value
1s, at best, a minimum limit of residual value. Fifth, “residual value” is
! not necessarily equivalent to “‘replacement costs.” The carrier could be
worth less. At best, if we assume reasonable planning foresight, replacement
costs would represent a maximum limit of residual value. It may be that
the best a cost analyst can do with respect to *‘residual value™ is to estimate
a minimum and a maximum value. Sixth and last, we should take advan-
tage of this one last opportunity to note the close relationship of cost
analysis and benefit analysis. The estimated residual value of an item at the
end of a given planning period is often treated as a credit against its cost
(although, as we will indicate in Chapter 8, this is usuglly not a preferred
‘reatment), and the estimated residual value of the item in its most likely

use at the end of the period will be the cost of assigning it to any other
possible use at that time.

e

*‘Macro-Cost Analysis’’ and ‘‘Micro-Cost Analysis”’
Before concluding this chapter, it may be helpful to the reader to note
some of the differences in the nature of the problems confronting the cost

na T 1 ¢ I henn
analyst depending upon whether he is analyzing exceptionally broad

program choices or relativeiy small choices. Much current cost analysis
lies in an intermediate range between what might be called **macro-cost
analysis” and *“‘micro-cost analysis.” We will indicate the nature of the
distinction between the two, contrasting each of them with more typical
cost analysis efforts and suggesting the different analytic problems and
procedures associated with them. Actually, the distinctions are matters of
degree rather than differences in kind.
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60 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

Macro-cost analysis concerns alternative roral programs at, say, the
Department level or at the level of the Federal Government. The cost
analysis problems involved arc likely to be different from those in the more
typical “‘systems’ cost analyses in scveral ways. Macro-cost analyses will
also differ from budget analyses for various important rcasons that have
already been discussed.

The first, most obvious way in which macro-cost analysis differs from
the typical cost analysis is that reliance upon marginal cost estimates
becomes less and less permissible as we dea! with larger and larger
programs. Market prices are marginal prices. These prices indicate the
value of the alternatives available, assuming rclatively small shifts in the
all~ration of resources. large government programs, howcver, may
require such large amounts of various specific resources that their current
market price, or marginal price, is a poor estimator o use in assessing total
program costs. In order to develop better cost estimates, the macro-cost
analyst will need to concern himself not simply with current market prices
but with supply and demand schedules as well. These schedules, of course,
are not readily available. Determining the acceptability of marginal prices
as cost estimators, and adjusting them if they are not acceptable, is one of
the challenges facing macro-cost analysis.

A second way in which macro-cost analysis differs from the typical cost
analysis is in the nature of the relevant alternatives, and hence in the
source of meaningful cost estimates. Most of the prices we use in cost
analysis are indicators of the value of resources to some employer other
than the one for whom we are estimating costs. That is to say, we are
usually estimating the price that a particular employer must pay in order
tc cutbid other possible employers, and we use this price as ocur cost
estimate. We usually look for, and measure, alternatives outside of the
province of the particular agency for whom we are estimating costs. This
procedure is reasonable if our employer is only one of many comparable
employers, such as a single manufacturing company or a single weapons
system manager in the Defense Department, or a single transportation
company, or a single hospital. When the size of a program is very large,
however, the relevant alternative uses of resources are very likely to be
found inside, not outside, the province of the agencies involved with the
program.

As an illustration of this problem, consider estimating the cost of a DOD
program that would preempt the majority of our naval architects or our
acronautical engineers over the next 5 or 10 years. We will not get a valid
estimate of the cost of this program simply by estimating the salaries that
these people could earn in other active programs. The relevant costs are
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likely to be hidden. That s, they will probably lie in alternative programs
that are inactive or nonexistent - alternative DOD programs cancelled or
never initiated because the needed func- or personncl were otherwise
committed. As the cost analyst moves fur: s in the direction of macro-
cost analysis, he will increasingly face the difficult challenge poscd by the
fact that relevant costs will lie not in *“*active” alternatives clearly signalied
by market bids for resources, but in ‘‘dormant” altcrnatives being
neglected.

To present this second characteristic of macro-cost analysis another
way, we could simply note that, while typical cost analyses are often
concerned with finding the least-cost way to accomplish a given mission,
macro-cost analysis must often bu concerned with identifying the alterna-
tive missions that can be accomplished with given resources. In an ultimate
sense, of course, these two tasks are not really as different as they may
appear to be. The difference is that in typical analyses, we usually presume
that the marketplace has already identified and evaluated the best slterna-
tive uses or missions. In macro-cost analyses, this assumption will often
be unrealistic.

For these reasons, macro-cost analysis represents a real challenge to the
analyst. He will need to discern and outline alternatives to total programs,
or at least alternative uses for their critical resources, for this will oftep be
the only way to discover and present a meaningful picture of costs.

Micro-cost analysis is concerned not with estimating the total cost of
some system or program or policy, but with discerning cost interrelations
between specific elements of systems, programs, or policies. For example,
the amount of weight or space allocated to a sub-component of an aero-
space system affects the amounts of weight and space available for all other
subsystems. Cost analysis in terms of weight or space, in such instances,
could be essential for understanding the real cost implications of many
specific decisions.

A great deal more “costing™ or *‘pricing” needs to be done at the
“micro” level if the multitude of small, day-to-day decisions being made
are to be rationally guided by cost considerations. The challenge to the
micro-cost analyst is to deierming trade-off ratics between two or more

different cost dimensions. Although this is occasionally casy, it is often
very difficult, and the trade-off ratios are likely to be transitory, changing
continuously with any alterations in program decisions, system con-
figurations, external circumstances, and so on. As an example of the trade-
off ratios needed, we may need to know how much of a sacrifice in pounds
is acceptable in order to reduce space requirements by one cubic foot,
or to increase reliability by one-tenth of a percent, or to reduce main-
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62 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

tenance manhours by one hour, or to save one dollar of production costs.

Micro-cost analysis, like macro-cost analysis, can be viewed simply as a
difference in degrec from the conventional “system™ cost analysis, which
steers its course between the two. Yet even differences in degree can be
important, and considerable special attention is warranted to refine and
cxtend cost analysis techniques based on simple trade-off ratios when
dsaling with micro-cost analysis problems.

Swumary

Cost is the value of benefits lost. Costs, like benefits, are the conscquences
of decisions; and costs, or consequences, can only be identificd by clearly
specifying the dectsion and comparing it with some alternative. The cost
analyst seeks to identify and, wherever feasible, to measure and then
evaluate the benefits forgone by choosing one course of action, one policy
or program, rather than another. An indication of costs can be provided
to the decisionmaker by enuimerating required resources, or by determining
alternative uses of these resources, or by estimating the value of these
alternative uses. When we use dollars to estimate costs we are attempting
to accomplish all three of these steps simultaneously. But only rarely will
doliar expenditures be a full aind completely valid measure of total costs.
Although dollars are an especielly useful measure of costs, often other
measures can be simpler and more useful.

No responsible decisionmaker can aftford to ignore costs, for to do so is
to ignore benefits. Getting the greatest benefit for a given cost and
minimizing cost for a given level of achievement are converse sides of a
coin. Cost analysts, like decisiomnakers, occasionally ignore costs - for
example, by restricting their attention to costs that are easy to measure in
dollars and then representing these partial costs as the *‘total cost.”

Relevant costs depend upon the sphere of influence and the breadth of
interest of the decisionmaking agency. The cost analyst must always keep
in mind who his customer is, and must be clear about the options and
constraints available. Relevant costs are those costs that depend upon the
choice made, given the choices available. Elements of the world that ar
common to all relevant alternatives are *‘given’ or *‘cost-free.”

Time is valuable, and the cost a2nalyst cannot treat dollar receipts or
expenditures as if they were equal no matter when they occur. Future
dollars must be discounted at a rate that reflects the decisionmaker’s
options.

Suggested Supplementary Readings
1. Paul A. Samuelson, Economics: An Introductory Analysis, 7th ed. (New York:
McGraw-Hill Book Company, 1957), Chap. 3, *'Price Functioning of a ‘Mixed’
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Capitalistic Enierpeise Syst2m,” and Chap. 24, “Analysis of Costs.” (A most lucid,
but nonmathematical, treatmenti of these subjects.)

. Paul A. Samuelsor, Foundutions of Economic Analysis (Cambridge: Harvard Uni-
versity Press, 1949), Ciap. 1V, “A Comprehensive Restatement of the Theory of
Cost and Produciior. * (Alchough over 20 years old, this still remains one of the
best treatments of the theory of cost and production. A mathematical treatment.)

. James M. Heudzrsun and Richard E. Quandt, Microeconomic Theory — A Mathe-
matical Appreach (New York: McGraw-Hill Book Company, Inc., 1958), Chap. 3,
“The Theory of thc Firm” and Chap. 8, *Optimization Over Time.” (Excellent
treatments of both these subjects.)

. James M. Buchanan, Cost and Thoice (Chicago: Markham Publishing Company,
1969).
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Chapter 4

INTRODUCTION TO
MILITARY COST ANALYSIS

The necessary background for the remainder of this book is now essentially
complete. Chapter 2 defined our interests: resource allocation decision
problems concerning military systems and forces some years hence, and
the relationship of systems analysis to that decision process. Chapter 3
provided a compass for achieving our interests: various concepts from
economic theory that are basic to the foundations of military cost analysis.

We now need a map, so that we can move into the field of military cost
analysis per se. The purpose of the present chapter is to provide such a
map. Because the main emphasis will fall on basic ideas and concepts,
not on the specifics of methods and procedures, the remainder of the book
may be viewed as an elaboration upon many of the points tc be made in
this chapter.

The Central Problem
The ma’n problem facing the military cost analyst is to develop and apply
concepts and tcchniques for assessing the economic cost of proposed
alternative future actions under conditions of uncertainty.

In national security problems, such alternative actions usually take the
form of some combination of the following:

o

1. Proposed new capabilities for the future - for example, new
weapon or support systems! or something similar thereto.

2. Proposed modifications of existing or presently programmed
capabilitics.

3. Proposed deletions from the presentiy planned force.

4. Proposed combinations or packages of (1) through (3) - that is,
total force structures or major subsets of total force structures for
the future.

This statement of the problem implies a set of characteristics describing
the conceptual framework within which military cost analysis must be
performed.? These characteristics are so fundamental that we shall spend

! These terms will be made explicit later in this chapter.
2 Cf ccurse, many of these characteristics apply equally to nonmilitary contexts.
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a considerable amount of time discussing them. The reader will note that
in one way or another they all relate back to the concepts set forth in
Chapters 2 and 3. Also, it should be remembered that our context is
long-range planning. In other contexts the set would vary considerably
from those presented here.

Major Characteristics of Cost Analysis

Except for the first item, the distinguishing features of the conceptual
framework for military cost analysis that are outlined and discussed in the
following paragraphs are not ordered in terms of importance. They are all
important, and most of them are interrelated.

Emphasis on Output-Orieated Packages of Capability

Assessments of the economic cost of alternatives must be developed and
presented in a form useful to systems analysts and decisionmakers. This
may seem obvious, but examples abound to suggest that it is frequently
forgotten or ignored. But unless this requirement is fulfilled, all the rest
can be for naught. It thus belongs at the head of any list of characteristics
essential to cost analysis.

What is meant by an “output” orientation? The phrase draws its
meaning from systems thecry, in which the key anaiytic problem is to
discern how a system — military or nonmilitary - acts upon what it is
given (the “‘inputs”) to produce what results (the *““output’). The outputs
are most fruitfully discerned, of course, in reference to the objectives they
have presumably been designed to achieve, and, indeed, it is oniy on this
basis that they can be evaluated fairly. Thus, the worth of a system - or the
relative merits of it and its competitors — depends essentially upon the link
between outputs and objectives. Ultimately, rational choice among com-
peting alternatives in a universe of scarce resources rests upon this fact.
Since the business of cost analysis is to help inform such choices, it
necessarily focuses on that linkage and defines its problems accordingly.
Hence the phrase “‘output orientation.”

In the current jargon, output-oriented packages of military capability
are called “weapon and/or support systems” or ‘‘program elements.””?
Aggregations of the packages are called “force structures” or ‘‘major
programs.” The key point is that military cost analysis concepts, methods,
and techniques must be geared to deal with these packages or aggregations

3 In many cases, ‘‘program elements’ are based on organizational units: Army divisions,
Navy task forces, and so on. Where “wezpon system’™ is used in a general context in this
book, the term should be interpreted to include these kinds of program elements.
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66 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

of packages because they arc the focal point of interest to the decision-
makers.

All of this sounds commonsensical enough. But the next question is:
What are these packages, and what should be included in them ? Here we
have one of the fundamental problems in systems analysis and hence cost
analysis; and the reader will have to be patient because there is no quick
answer. Most of the characteristics discussed below relate to it, and indeed
much of the rest of this book is concerned directly or indirectly with this
problem. As we shall see, the specific content of any one of these “‘planning
packages™ is context dependent. It cannot be defined once and for all,
except at very high levels of abstraction.

At this point let us merely try to get some feeling for the nature of the
problem by using a hypothetical example. Suppose that the planners are
considering alternative ways of defending the continental United States
against a future intercontinental ballistic missile attack. One of the
alternatives is a proposed ground-based interceptor missile system. In
addition to various measures of the possible effectiveness of this proposed
system, the planners must also know what the economic cost is likely to
be - the incremental cost to develop, procure, and operate the new capability
over a period of years. This is often referred to as the “cost of the system.”
What does this mean? What is to be included ? In general terms it means
the cost of everything required to generate the desired new capability:
hardware, manpower, new facilities, supplies, and so on. In other words,
the *‘cost of the system™ includes the cost of everything directly related to
the decision to achieve this proposed new capability; it excludes the cost
of items not so related, such as the costs of administrative and support
activities that would go on regardless of the decision under consideration.

Additional Parts of the Framework of Analysis

The output-oriented packages of military capability just introduced
represent the most important part of the framework for military cost
analysis. However, two other parts are necessary. One has already been
alluded to indirectly: the “iife cycle” identification. This means that for a
proposed new weapon system or program element, provision should be
made for segregating the costs of the proposal into three cost categories:

1. Research and development costs - that is, the resources required to
develop the new capability to the point where it can be introduced
into the operational inventory at some desired level of reliability.

2. Investment costs - that is, the one-time outlays required to intro-
duce the capability into the operational inventory.
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INTRODUCTION TO MILITARY COST ANALYSIS 67

3. Operating costs — that is, the recurring outlays required year by
year to operate and maintain the capability in service over a period
of years.

An illustration of the relationship of these costs in the life of a system is
presented in Fig. 4.1.
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Fig. 4.1 - Examples of weapon system life cycle cost profiles

The life cycle identification is important for several reasons. One is that
it helps insure that the total resource impact of a proposal will be identified.
Oftentimes decisionmakers may become preoccupied with investment costs,
to the relative neglect of the fact that a stream of operating cost over a
period of years is an inevitabie consequence of their decision. Life cycle
costing helps to avoid such a pitfall. Again, we are brought back to the
fundamental point of attempting to identify the full ecor.omic cost of a
proposed future course of action.

Another reason why the life cycle ider:tfication is impcotant is that it
facilitates the analytical process. Usually s)'s-ains analysts and long-range
planners want to vary force sizes, the number of years various capabilities
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are assumed to be in the operation..! inventory, and the like. The life cycle
identification is essential for this kind of ‘“‘parametric’” examination.
Research and development costs, for example, are largely independent of
operational force size and the number of years a capability is assumed to
be in the operating inventory. Investment costs are related to force size,
but are essentially independent of the number of years of operation.
Operating costs are a funtion of both force size and number of years of
operation.

So far the output side has been stressed. But in order to generate costs of
alternatives in the appropriate output-oriented packages, the analyst has
to start on the input side. Therefore, an input structure must be provided.
This means that we must set up resource categories (for equipment,
facilities, manpower, and so on) and functional categories (for maintenance,
training, and so on). These categories must be meaningful and useful from
several points of view: in easing the problem of data collection; in
permitting computational convenience; in helping to indicate significant
areas of critical resource impact — special equipment or facilities require-
ments, special manpower skills, and so on; and in helping to insure
completeness in identifying all resources required to obtain a proposed
military capability. An example of input-oriented categories that satisfy
these conditions for some systems is presented in Table 4.1.*

TABLE 4.1
Example of an Input-Oriented Structure

Cost of Proposed Alternative
Systerm A Sysieii B
Research and Development
Preliminary design and enSineering
rabrication of test equipment
Test operations
Miscellaneous

TotalR & D

Investment
Facilities ..
Major equipment . .
Initial inventories . .
Initial training
Miscellaneous

Total investment

* This is an aggregated example. Input structures are discussed in more detail in Chapter 5.
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Operating Cost
Equipment and Jacilities replacement
Maintenance .
Personnel pa- and allownnm
Replacement ¢ aining .
Fuels, lubricants, and propcllants
Miscellaneous . ..

Total operating (1 year)

Total System Cost
R & D +Investment + 5-Year Operating

R & D +Investment + 10-Year Operating

Regardless of what particular set of input categories is established, it is
vitally important to define carefully what is included in each category. This
is a fundamental prerequisite to the development of estimating relation-
ships (to be discussed later in Chapter 6) and to working out consistent
estimates of the cost implications of alternative proposals for future
military capabilities. It should be noted here that in a given case not all the
categerics will be assigned numbers. The discussion of incremental costs
in Chapter 3 makes it clear that a proposed system for the future may, for
example, be able to utilize facilities made available from the phase-out of
an existing system. In this case, the investment-in-facilities category for the
new system would be zero, or close to it, unless there were competing uses
for the facilities in question.

While on the subject of input structures, one additional point should
be made pertaining to the appropriate level of detail. In long-range
planning, trying to structure problems in great detail is usually not
rewarding;® indeed, in most cases it is impossible. However, it is important
to have input structures that are specific enough to determine those aspects
of a proposal which are really new and those which are not — for example,
in the case of proposed new equipments, aspects related to manufacturing
state of the art. Even the most advanced system proposals contain many
elements which are not significantly new. These should be separated from
those which are new, so that the analytical effort can be concentrated on
the latter. In the hardware area this usually means going down at least to
the subsystem level, and very often even lower.®

$ As we shall see later, the attempt to increase the amount of detail will not necessarily
increase the accuracy of the estimate.
¢ When we speak of hardware, the term “‘system* refers to the whole hardv. are item in
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The Reguirement to Estimate Economic Cost

One of the main themes established in Chapters 2 and 3 is that the costs
that are relevant in making resource allocation decisions for the future
are economic costs: the estimated economic itnplications of the decision
under consideration. This has direct and very signiricant implications for
the characteristics of a military cost analysis capability.

First and foremost, it means that military cost analysis concepts and
techniques must be designed to deal with alternatives. Without alternatives
there can be no costs from the point of view of resource allocation
decisions.

To illustrate, consider the following hypothetical example: Suppose that
we take the decisions made to date regarding the future strategic offensive
and defensive forces. Suppose further that on the assumption of no new
decisions, the implications of the decisions to date are permitted to unfold
over a future time horizon. Under these conditions the cost implications
will in effect be a ‘‘spendout” of the actions implied by the fixed set of
decisions. As research and development and initial investment are com-
pleted, the spendout cost curve wiii gradually decline over time and
approach the operating cost level of the planned strategic forces in the
future. (See curve AB in Fig. 4.2.) In analytical studies the spendout of
past decisions is often called the ‘“‘base case.” The main characteristic of

Cost (§ billion)

A
The present

Fig. 4.2 - Time-phased costs of future strategic forces

Time (fiscal years)

question. “Subsystem’ refers to the broadest categories for grouping together all the
components of the item. For example, in the case of a ballistic missile, or similar acro-
space vehicle, the subsystems are airframe, power plant, guidance, and payload.
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the base case is that it, taken alone, implies no substantive problem for a
decistonmaker to consider.

Now suppose that the decisionmakers begin (o consider changes
(alternatives) to the base case. If onc of the changes under consideration
1s a net addition to the currently planned future force, the cost profile will
look something like the shaded area in Fig. 4.2 (the difference between the
area under curve AA'C and the area under curve AB). From an analytical
point of view, it is these types of costs that are most relevant in assisting
decisionmakers in grappling with resource allocation problems. The cost
implications of changes (increments or decrements) to some established
position are central to the decisionmaking process.

As an example of another type of output that a military cost analysis
capability must be capable of generating, let us consider the Fig. 4.3. Here

B[ Total cost
121- (R&D + investment +
n F 10 yeors oparation)
10 r' Total cost
9} {R&D +investment +
ol 5 years operations )

~ 5 {0.4

- 10 yeor: operating
cost

Cost ($ billion)

= lovestment cost

_.— 3 years operating
- cost

I |
10 1 12

Force size (cumulative number of units)
Fig. 4.3 - Weapon system X: R & D, investment, and 5 and 10 years operating cost

we have the estimated costs of a proposed future military capability called
Weapon System X. The costs are generated in terms of research and
development, investment, and annual operating cost (5 or 10 years), and
are expressed as a function of force size (cumulative number of operational
units). This type of output is useful analytically because it permits con-
sideration of either the incremental cost of a block of units beyond a given
cumulative unit number, or the cost of the last unit (marginal cost) at some
point.
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72 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

Consider the total cost curve labeled “R & D + Investment + 5 Ycars
Operation™ in Fig. 4.3. Sincc the slope of this curve is declining as force
size increascs, the marginal costs are declining.” For example, the marginal
cost of the second unit is $0.8 billion; thc marginal cost of the eleventh
unit is $0.4 billion. The marginal cost curve is plotted in Fig. 4.4,

1.0

0.8

0.6 o~

0.4

Cost (3 billion)

n.2

0 z 4 é 8 10 12
Force size

Fig. 4.4 - Weapon system X: Marginal cost curve (based on total R & D, investment,
and 5-year operation curve contained in Fig. 4.3)

Another problem area that a military cost analysis capabilitv must be
able to handle is joint costs. Economic theory tells us that if costs are in
fact joint, then by definition they cannot be separated into meaningfui
portions and assigned to the various activities which collectively generate
them.® Yet joint cost considerations arise in many contexts in military cost
analysis studies - for example, in assigning the costs of support activities
to output-oriented elements of combat capability such as weapon systems.
As always, the basic objective is to determine the economic cost consc-
quences of proposed alternatives. This means that arbiirary accounting-
type allocations of support costs to combat program elements are ruled

7 If the total cost curve were lincar, marginal costs would be constant; for example,
. dac
Total cost curve: C =a + §.X, Marginal cost: i £ (a constant).

* Arbitrary accounting-type allocations can be made, but these serve no useful purpose
in resource allocation decisionmaking.
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INTRODUCTION TO MILITARY COST ANALYSIS 73
out. To cite a specific instance in the case of the Air Force: The operating
costs of Headquarters, United States Air Force; the Air Force Academy;
the Air Force Accounting and Finance Center; Headquarters, Air Force
Systems Command; and the like, usually should nor be allocated to Air
Force weapon systems. These support activitics are essentially independent
of the Air Force's combat force mix. On the other hand, the costs of certain
depot maintenance activities in the Air Force Logistics Command and of

certain courses in the Air Training Command may be, and often are,
appropriately identified as part of the incremental cost of a proposed
weapon system.®

On: final topic under the heading of ‘“‘economic costs” should be

mentioned briefly: time phasing. The matter of time phasing is very much
related to many of the subjects discussed previously. However, it is singled
out here because of its importance in the cost analysis process.

In many long-range planning contexts, especially force structure
analyses, explicit time phasing of resource requirements is a prime
consideration. Even in narrower contexts where individual proposals for
new capabilities (for example, weapon systems) are being compared using
“static” costs,’® it is often desirable to generate time-phased basic cost
estimates. For one thing, this is likely to permit a better assessment of
incremental costs, since the availability of inherited assets is a function of
time. For another thing, it provides a good basis for an explicit treatment
of the time preference problem. With time-phased cost streams available
as a base case, it is a matter of simple calculation to discount these streams

in any way (or ways) that the analyst, or his critics, deem appropriate in
the context of the problem at hand.

Explicit Treatment of Uncertainty

We have already emphasized the fact that in most long-range planning
decision problems, uncertaiaties are usually prevalent, and that systems
analysts must do everything possible to identify major areas of uncertainty
and to show clearly their implications for the various alternatives under
consideration. Uncertainty must be treated explicitly, not swept under the

£ A { s AAitinn tA
means that measures of dispersion, in addition ¢

® This is an example of one of the most important points made in Chapter 3: relevant
costs are those, and only those, that are a consequence of the particular decision at
hand.

10 By “'static™ costs we mean the sum of the costs of research and development + invest-
ment + operation over a fixed period of years. (For example, se2e the total cost curves in
Fig.4.3)
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74 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

expected values, must be taken into account.'! While variances in a precise
statistical sense usually cannot be calculated in most systems analysis
problems, rangss of values (to serve as measures of dispersion) can be
computed to reflect the implications of various assumptions about the
state of the world in the future (the threat, for example).

What is the impact of this on cost analysis ? The subject of uncertainty
will be discussed in one way or another throughout the remainder of this
book. At this point we wan! ( “rcly to sketch out some of the major points.
Above all else is the requiremcat that cost analysis techniques be designed
to permit parametric types of analyses. That is, the cost analysis models
and the estimating relationships contained in these models must be “open
ended” with respect to key cost-generating variables, so that ranges of
values of these variables can be fed into the analysis to see what effect they
have on the cost of final outcomes. Through such a procedure, cost
sensitivities can be explored and this, in turn, can shed light cn the problem
of uncertainty.

As an illustration, consider the following: Suppose that in a given ana-
lytical study the analyst is very uncertain about a key parameter (call it P)
in one of the alternatives being considered (call it Weapon System Y).
Suppose further that the current “‘conventional wisdom' says that P* is
the most likely vaiue of P. The analyst, however, decides to go beyond
merely using P* as an input into his cost model, and proceeds to let P
vary over its relevant range (P, to P,) to see what the impact on total
system cost might be. As suggested in Fig. 4.5, the results of this sensitivity
analysis might take one of several forms.

*t To iliustrate this point, consider two equal cost alternatives (X; and X;) with the
following probability distributions of their respective benefits:

i
" i ‘i ~

%, %

Payoft (uritity]

If the decisionmaker is given only the expected (mean) values, he would nc¢ doubt
choose X; (the highest expected payofl). On the other hand i{ measures of dispersion
are also made available to him, he might well decide to choose X, with a lower expected
value than X; but at the same time having a much lower degree of uncertainty of
outcome (a smaller spread in the probat.ility distribution).
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Fig. 4.5 —- Examination of the sensitivity of weapon sysiem Y cost to variations in the value
of parameter P

If the result is a curve like AB, ‘hen uncertainties about P ¢o not matier
very much, at least as far as systern cost is concerned. System cost is not
very sensitive to variations in P. Curve AC portrays a different situation.
Here systern cost is essentially insensitive to P up to a critical point P,
where it then begins to explode. The decisionmakers would cert:.inly want
to know apout this state of affairs; but they would not have this know-
ledge if the analyst computed only one case ~ a “point estimate™ — based
cn the conventional wisdomn (P*). Finally, AD illustrates the case where
system cost is markedly scnsitive to v..riaticns in P over the entire relevant
range of values for P. Again, the decisionmakers would want to know
about this kind of sensitivity, and as a resuli of this knowledge they might
want to explore ways of hedging against uncertainties in P.

As another illustration, let us consider the case of a proposed Army
hard point defense systera as part 01 a study of aiwcrnative ways to defend
the continental United Stawes against ballistic missiie atiack. Becaunse of
uncertainties about the threat, and for other possible reasons, there will
be uncertainties about the phys.ca! characteristics and cperational con-
cepts of the proposed system: force size, specific characteristics of the
hardware, specifics of deployment, degree of hardness (p.s.i. overpressure)
of the system, and thc ‘ike,

iNow if the cost analyst is to do lLus job properly in support of the systems
aralysis process, he will not preparc 2 single estimate of the cost of the
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76 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

proposed system based on a set of expected values for variables like those
listed above. Rather he will prepare a series of analyses of the cost of the
system, with alternative assumptions about key variables in the problem;
and he will explore the sensitivity of total system cost to changes in these
variables. This, of course, involves wmiuch more work than merely generat-
ing expected value (“‘point estimate™) cases; but it is the heart of a ineaning-
ful cost analysis effort. Development of cost models which are in part
computerized can help a great deal in doing these parametric types of
analyses. (We shall discuss such models in Chapter 7.)

Accurety Reguirements and Possibilities
Closely related to the subject of uncertainty is the matter of accuracy in
military cost analysis studies. Two frequently heard statements arc:

1. We must o'ways strive for a high degree of accuracy in an absoluie
sense.

2. A higher degree of accuracy can be attained by going into a greater
amount of detail.

The first st: tem.ont needs clarification on at least two counts: the need for
accuracy and the vossibility of achieving it in problems of long-range
plannicg.

A indicated previously, long-range planning 1s characterized by major
uncertainties, 4 wide range of alternatives that must be considered, a
paucity of detailed information and data, and the like. This means, for the
most part, that highly accurate cost estimates are most unlikely in an
absolute cenc<. Furthermore, requirements for a high degree of accuracy
in absolute terms are nct paramount either, since most long-range planning
stuadies focus on the refafive comparisons of aliernative coarses of action.

These considerations have a marked impact on how cost analysis
activities 1. support of systems analysis shovld be carried out. Coce we
recognize, for example, that the concepts and methods of cost «nalysis
sh _~1d be directed more toward comparative or relative accuracy, we
immediat¢ly have a requirement to develop and use analytical techniques
that will permit us to treat alternatives consistently. It is important (o
understard thess points because in (ke long-range planning context the
analyst can in effect waste much time and effort if Le tries to pursue an
objective as elusive (and perhaps as irrelevant) as a high degree of zccuracy
in an absciute sense.

Let us turn now to the second statement: A high degree of accuracy can
be attained by going into a greater amount of detail. That such a state-
ment cannot be true in general should be obvious; nevertheless, a signifi-
cant body of o} ‘aion seems to believe that it is true. It is especially likely
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to be faise in a long-range planning context, where typically there are con-
siderable gaps in our knowledge about many of the alternatives being
considered, where quantitative information and a data base are limited,
and where other uncertainties abound. Under these circumstances, it is
not at all clear that a higher degree of accuracy can be attained by trying
to force the analysis into a finer and finer grain of detail. With a limited
data base, the analyst can rapidly find himself using essentially fictitious
numbers to fill in the overly detailed categories, with the result that the
output of the analysis is no better than that obtained by working at higher
levels of aggregation. In such instances, concentrating the analytical effcrt
at an appropriate (relatively high) level of aggregation and using carefully
derived statistical estimating relationships are the most likely means of
producing fruitful results.

For example, we often find that useful long-range planning relationships
between cost and gross measures of system characteristics may be dis-
covered at relatively high levels of aggregation, whereas similar relations
cannot be determined at the “‘nuts and bolts™ level. A related point is the
following: Even if the data base permits the derivation of detailed relation-
ships, they may not be useful in long-range planning because the explana-
tory variables (for example, system performance and physical character-
istics) may be specified in a degree of detail that is simply not available in

proposals for alternative military capabilities 10 or more years into the
future.

The Requirement for Systematic Collection of Data and Information, and the Derivation of
Estimating Relationships

To say that the results of a military cost analysis are no betier than the
information and data that go into the analytical effort raay seem tauto-
logical. Yet this is a very important point, and it must be faced explicitly.
A really effective cost analysis capability cannot exist without systematic
collection and storage of comparable data on past, current, and near
future programs. Even this is not enough. The data must be processed and
analyzed with a view to the development of estimating relationships which
may be used as a basis for determining the cost impact of future proposals.
In the case of output-oriented packages of future military capability, these
relationships shouvld relate various categories of cost impact to physical,
performance, and operational characteristics. Without an extensive and
continuously updated inventory of estimating relationships, cost analysis
as viewed in this book is impossible. Such an inventory is particularly a
prerequisite to a ‘‘sensitivity analysis” appveach to the cost analysis
probiem.
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78 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

The part of the task that is concerned with derivation of estimating
relationships is not easy, but it is not as demanding as the one involved in
continuously collecting and storing a consistent body of basic data and
information to serve as the foundation for developing useful estimating
relationships. In some instances there are wide gaps in the existing data
base. In other instances — which are most prevalent - data and information
exist; but they are partially or completely in the wrong format, they are
generated in terms of categories that are defined differently from one
location to another, they are in such a form that cost data cannot be
related explicitly to the relevant quantity or physical characteristics
information, or they are inconsistent or incomparable in some other
fashion. The Department of Defense, the aerospace industry, and other
organizations have been working hard for years to improve this situation,
and much progress has been made.!? Much more remains to be done,
however, which means that cost analysts will still have to devote a major
effort to attempting to adjust basic data and information for inconsis-
tencies and other deficiencies.

How Cost Enters into the Systems Analysis Process

Given a cost analysis capability having characteristics like those described
in the preceding paragraphs, how is the output of such a capability intro-
duced into the systems analysis process ?

Recall that two basic conceptual approaches for making comparisons
in systems analysis studies were mentioned in Chapter 2: (1) the fixed
budget approach and (2) the fixed effectiveness approach. Let ' < discuss
each of these briefly from the standpoint of how cost considerations fit into
the total analytical effort.

Fixed Budget Approach
In the fixed budget case, the alternatives being considered are compared

on the basis of effectiveness Likely to be attainable for the specified budget
level. Here, the cost analysis work is one of the first things that must be
done, because the effectiveness calculations cannot be completed until the
cost analysts have determined the quantity of each alternative (or combina-
tion of alternatives) that can be obtained for the given cost level.

Figure 4.6 provides a highly simplified example to illustrate the role of

}3In the hardware arca the Department of Defense’s Cost Information Report (the
CIR System) represents an example of a significant step toward developing a consistent
data base for use in deriving equipment cost-cstimating relationships.
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Fig. 4.6 - Systemn cost versus force size for alternatives A and B

cost analysis in the fixed budget framework for comparing alternatives.'?
Only two alternatives are involved:'* proposed new military capabilities
A and B. The results of the cost analysis are shown in terms of total system
cost as a function of force size for each alternative (curves A and B in Fig.
4.6).

If the specified cost level to be used in the comparative analysis is
$8 billion, 11.5 units of alternative A or 7 units of alternative B are
obtainable. This is an important output of the cost analysis,. which then
becomes the key input to the effectiveness analysis.**

Notice that in this illustration the results do not scale linearly with respect
to changes in the stipulated cost level. For example, if L, is increased by
50 per cent to L, = $12 billion, the outcome is 22 units of A or 12 units of

!* In order to keep the example simple and to concentrate on the problem at hand, we
shall deliberately set aside many considerations that are very important in a real cost
analysis situation; the explicit treatment of uncertainty, problems associaied with time,
and so on.

14 As indicated in Chapter 2, many alternatives usually have to be examined - particu-
larly in the early stages of a systems analysis study.

!5 Here we have one example of why cost functions relating cost to the scale of proposed
future programs are useful in systems analysis work.

Many of the cost functions emphasized in conventionl economic theory relate cost
to rate of output. Rate-of-output cost functions are also useful in certain types of
problems in systems analysis. For example, in studying military aircraft systems the
analyst often examines how system cost (for a fixed force size) changes as the activity
rate (for example, flying hours per aircraft per month) is varied over a certain range.
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B. The increase in the number of units is greater than the increase in L,
overL,:

LiL, =12/8 =150%
A,JA, = 22/11.5 = 191%
B,/B, =12/ =171%

In a simple way this demonstrates that in the context of the fixed budget
approach, nonlinearities may imply the desirability of conducting the
comparisons for more than one cost level; for example, three cases might
be examined: high, medium, and low.

Fixed Effectiveness Approach

In the fixed effectiveness approach for comparing alternatives, the analysis
attempts to determine that alternative (or feasible combination of alter-
natives) which is likely to achieve some specified level of effectiveness at
the lowest economic cost. Here, the cost analysis is important in making
final comparisons, given that the effectiveness analysis has estimated the
quantity of each alternative that is required to attain the stipulated level
of capability.

As one simple illustration of this approach, suppose that two alterna-
tives C and D are under consideration, and that the results of the effective-
ness analysis indicate the following ranges of quantities (number of units)
of C or D required to attain some specified level of effectiveness E; :

c D
Low 20 4
Expected value 22 6
High 24 12

Notice that in this case the range for D is considerably greater than for C
because of uncertainty.

Suppose now that the estimated total system costs as a function of force
size for C and D are as shown in Fig. 4.7 (curves C and D). Taking the
expected value outputs from the effectiveness analysis, we see from Fig.
4.7 that D is the least cost alternative for attaining effectiveness level E:
$7.5 billion for D vs. $15.3 billion for C, or a factor-of-2 difference in
favor of D. If the uncertainties in the effectiveness analysis are taken into
account, alternative D sti'l holds up well, even in the situation where the
worst case (highest cost) for D and the best case (lowest cost) for C are
paired up. Thus, if all the uncertainties have been taken into account,
alternative D appears to be a dominant solution - something which the
systems analyst is always seeking, but rarely finds.
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A Word of Caution

As a final comment on the discussion in this section, it should be repeated
that these examples have been highly simplified in the interest of clarifying
main points of principle. Otherwise, the reader may be led to believe that
systems analysis in real life is a simple mechanistic process. Nothing could
be farther from the truth. Discussion in later chapters will heip to convey
the complexity that is typical of systems analysis probleus and ihe cosi
analysis part of the total analytical process.

One important point should be made now, however. The systems analy-
sis process is typically a complex endeavor requiring continuous inter-
action among the contributing disciplines, of which cost anaiysis is only
one. It also requires continuous re-cycling or iteration as the analysis
unfolds and attempts to weed out the less interesting alternatives. Thus, the
total analytical process involves examination and comparison of numerous
sets of alternatives — not just ““A vs. B’ as shownin our simple ex-
amples.

In the early stages of a study the analysts frequently vse a quick and
convenient cost and effectiveness modei in order to consider and reject
most of the alternatives in a giver. set. Subsequently, a more refined and
analytically demanding cost and effectiveness model is used to help deter-
mine choices among the few remaining alternatives.
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Seme Examples of the Outputs of Cost Analysis Studies

It may be helpful to close this chapter with a few brief examples of some
of the outputs of cost analyses which are useful in the systems analysis
process. Qur objective is to give the reader a bit more of the flavor of what
military cost analysis is all about, in light of the conceptual framework
presented in this and previous chapters. We will save for later discussion
the problem of how the outputs were obtained.

For these illustrations we shall assume that the ‘‘output-oriented
package of military capability’’ is a weapon system, or its equivalent, and
that force structures are made up of combinations of these packages. In
this discussion four types of contexts of military cost analysis will be
considered : intrasystem comparisons, intersystem comparisons, force-mix
comparisons, and total force structure cost analyses.

Intrasystem Comparisons

In the case of intrasystem comparisons, the primary emphasis is on
explorations of how system cost varies as the configuration of the pro-
posed s>stem is changed.

Total system cost as a function of force size for varying numbers of
years of operation represents one form of intrasystem cost analysis. One
type of output of such a study was illustrated previously in Fig. 4.3.
Another way of displaying the output is given in Fig. 4.8.

A very important class of intrasystem cost analysis comparisons is that
pertaining to the examination of variations in total system cost as the
physical characteristics and the operational concept of the system are
varied, assuming 2 fixed number of years of operation. Here, we shall in
effect be applying somc of the ideas set forth in Chapier 3 ~ for example,
the concepts of total cost and marginal cost (the rate of change of total
cost with respect to some key variable). System designers and decision-
makers are interested in such explocations because the resulting trade-off
information can be very useful in reaching judgments about the optimum
configuration of the system.

As an illustration of this type of analysis, consider the case of a future
aircraft system where the mission requires that a fleet of aircraft be con-
tinuously airborne on a series of stations which cover a large geographical
area. A Navy antisubmarine warfare (ASW) mission in the future is a
possible example.

Cortinuously airborne alert aircraft systems typically involve a host of
significant variables: endurance hours of the aircraft to be employed in the
system, extent of the area coverage, nature of the payload requirements,
aircraft maintenance policy {one, two, or three shifts), and the like. Intra-
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Fig. 4.8 - Totai system cost for weapon Z as a function oi force size and
number of years operation

system cost analyses must usually explore the consequences of variations
in these variables.

Figure 4.9 shows an example for a future ASW system to patrol and
destroy ballistic missile-carrying enemy submarines, where aircraft
endurance hours and area coverage (nzutical miles cut to sea from U.S.
coastlines) are varied. Here total system cost is defined to be the costs of
research and development +investment + 5 years of operation. Notice that
as the area coverage is extended, the requirement for longer endurance
becomes increasingly more severe.

Figure 4.10 contains another ASW system cost example. Here total
system cost (defined as in Fig. 4.9) for each pound of payload (electronics,

ASW missiles, and so on) on station is expressed as a furction of the pounds
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Fig. 4.9 - ASW system cost versus aircralt cndurance for several area coverages
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Fig. 4.10 - System cost per pound of payload on station versus aircraft payload weight

Totol system cost per pound of payload on stotion®
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of payload carried per aircraft.'® Curves are skown for three types of air-
craft that might be candidates for use in the proposed ASW system.

'$ Area coverage is fixed at 1,000 nautica) miles.
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Notice that the use of conventional jets in this mission application
results in a considerably higher minimum cost point than for long-
endurance aircraft, and that system cost per pound of payload on station
is very sensitive to individual aircraft payload weight. Note also that as
we move to the large, long-endurance aircraft, the costs become much less
sensitive to a particular loading or payload weight. This might suggest
that if the size of the payload to perform the future mission is clouded by
uncertainties, then flexibility may be achieved by choosing the large, long-
endurance aircraft.

Intersystem Comparisons

Intersystem comparisons were illustrated briefly earlier in this chapter (see
Fig. 4.7, for example). We shall now present two additional cases to
illustrate somewhat different aspects of cost analysis in support of the
systems analysis process.

For the first example, consider proposed systems G and H as alternatives
for doing some particular national security task in the future. The estimated
total system costs (research and development+investment+a fixed
number of years of operation) of G and H are as portrayed in Fig. 4.11,

-
-]

Total system cost ($ biilions)

force size (number of units)

Fig. 4.11 - System cost versus force size for altemnatives G and H

Suppose that certain key cffectiveness measures that can be quantified
explicitly are comgparable for G and H, but that H has less qualitative post-
attack performance capabiiity (QPAPC) than G. The difference in the
system cost curves for G and H in Fig. 4.11, then, essentially represents
the costs that must be incurred to get inore QPAPC. But there are other
ways to view the problem. Suppose, for example, that the force planners
have a given budget (represented by L, in Fig. 4.11) to spead to supple-
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ment the already planned forces in the mission area under consideration.
For L, they can get a force size of F; for alternative G or a much larger
force (F,) of system H. The planners may judge that the larger force of H
may more than compensate for its lower QPAPC. Or they may decide that
F, of H is roughly equivalent to F; of G and decide to select H for other
qualitative reasons, such as political considerations.

As a second example of intersystem comparisons, consider the follow-
ing: Suppose there are two new proposed alternatives, systems J and K,
which are estimated to be capable of doing the same national security task
in the future with essentially the same degree of effectiveness for the time
period of interest. Suppose further that the time-phased total system costs
(in constant dollars) over a 15-ycar period in the future are as portrayed
in Fig. 4.12. Here, the time preference assumption is a zero discount rate

1.6 —
Alternative J

1 4 (15-yr, sum = § 9 billion)

1.2
S0
)
hot Alternative K
% o8l (15-yr. sum = $ 9 billion)
<
3
I
A
o 0.6 —
P
R

0.4

0.2}

0 | | ] ] | ] | |
0 2 4 6 8 10 12 14 16

Future year

Fig. 4.12 - Time-phased system costs for systems J and K, discounted for time preference
at 0.0 for thz first 15 years, co thereafter

for the first 15 years and an infinite rate thereafter. Notice that in each
case when the yearly costs are summed over the 15-year period, the totals
are the same (89 billion each for J and K).

On the basis of the data presented so far, we have an equal-effectiveness,
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equal-cost situation; so presumably the decisionmakers would bz in-
different regarding the choice of J or X — at iecast on the basis of the
quantitative informaiion available at this point,

Notice, however, that the time impacts of the costs for J and K are con-
siderably different. The basic reason for the difference is that alternative J
requires higher cost outlays (relative to K) carly in the period because of
greater researcn and development and investment cests, Apparently these
outlays pay off in terms of an efficient operational system having refatively
low operating costs iater in the period.” Alternative K, on the other hand,
has lower research and deve! ~. :at and investment costs than J. Let us
assume that this implies a less effic .ont operational syster than J, with the
result that larger operating costs are required to accomplish the specified
task with the same degree of effectiveness as J. Indeed, the costs for K
during the latter vears of the 15-year period ars about twice those of J.

In view of these differences in the time imgpact of the costs of ¥ and K,
the question arises as to whether the planners would still be indifferent
regarding the choice of J or K if the time p-eference assumptions were
varied. Suppose the base case (Fig. 4.12) were modified to reflect the follow-

ing range of time preference specifications:
(1) 4.75% for 15 years; o rate thereafter
(2) 6% for 15 vears; oo rate thereafter
(3) 109 for 15 years; oo rate thereafter
(4) 15% for 15 years; 9 rate thereafter.

The results, expressed in terms of present value costs in billions of
constant doliars, would be as follows:*?

Case System J System K Difference

Base $9.0 $9.0 $ 0
8Y) 6.3 5.9 04
(2) 5.8 5.3 0.5
3) 4.5 39 0.6
(4) 3.3 2.7 0.6

Here we see that the absolute cost differences bstween alternatives J and
K increzse slighily as the discount rate becomes larger.'® Depending upon

17 This need not always be the case, however.
18 The time-phased cost profiles for modifications (2) and (3) are portrayed in Figs.
4 13and 4.14.
1% The relaiive differences, liowever, increase much more markedly; for example:
Modification (1): 0.4/6.3 =62
Modification (4): 0.6/3.3 = 18%.
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the details of the context "> the murticuiar de:asior at isene, the decision-
i raakers may no longer be mdifferent regziding we choice of J or K, If
absolute cost differences are n=portart, the planness are not likely to

ignore a difference of some $50% mitusi.
in any event, the cost 2nxiysts should calculate and present the implica-

v 1.2 ~
i
1.0 b /._»_--—A!temotivo :’.--4.
= \/ {15yr.sum = §5.8 biliion)
T 08 7
- ’ \
< /
8 0.6 \
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] / {15-yr. sum = $5,3 billion)
b x 0.4 4—
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f 0 ? 4 [3 8 10 Yo 14 1]
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Fig. 4.13 - Time-phased system costs for sysizms ) ard K, discounted for time preference
at 6% for the first 15 years, c0 thereafter
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Fig. 4.14 - Time-phased system costs for systems J and K, discounted for time preference
at 10% for the first 15 years, oo thereafter
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tions of alternative assumptions about the rate of discount.?? The decision-
makers will then have a better basis for taking time preference considera-
tions into account.

Cost Analyses of Force Mixes

Comparisons of alternative force mixes?! in some future mission area
comprise an important subset of the total spectrum of problem areas dealt
with in systems analysis studies. Numerous examples of past applications
could be cited, among them studies of altcrnative future mixes of:

Airlift, sealift, and prepositioning.

Regvlar and reserve forces in a given mission area.

Land-based and sea-based tactical airpower.

Land-based (fixed cr mobile) strategic missile systems and water-
based strategic missile systems.

W

In a1l these it.slunces, significant complementarities exist among the
alternative modes being considered. Complementari‘y is the key factor
leading to force-mix studies.??

The fixed budget approach is very common in dealing with force-mix
problems. A particular form of this : pproach that is often used is one in
which the presently planned force mix (and its implied cost level) is taken
as the base case or point of departure for the analysis. Within the cost level
of the base case, numerous variations in the various modes being con-
sidered are postulated and the effectiveness of the resulting total force
mixes is evaluated quantitatively and qualitatively.

If the modes being examined are land-based and sea-based tactical

30 As pointed out in Chapter 3, the discount rate need not be held constant over the
planning pertod of interest; it may be assumed to increase as a function of time. For
example, if we assume S per cent for the first 5 years, 10 per cent for the next 5, and 15
per cent for the last 5 years of the planning period, the result is as follows:

Present Value

Alternative ($ Billions)
J $5.5
K 4.7
Difference $0.8

21 A force mix consists of a combination of various types of program elements — for
example, weapon and/or support systems.

22 However, the reader should not gain the impression that complementarities exist
only in force-mix contexts. Practically all resource allocation problems contain elements
of borh substitutability and complementarity. For an excelfent discussion of this in the
context of the economic theory of consumer behavior, see J. R. Hicks, Value ard
Capiral, 2nd ed. (Oxford: The Clarendon Press, 1950), Chapter LI, “Complementarity™.
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airpower, for example, a postulated increase in the currently planned force
of sea-based tactical air would have to be obtained by reducing the planned
force of land-based tactical air. In all analyses of this type, the cost
analysis study is a key iiput to the systems analysis, and it must be done
first in order to generate the force mixes to be evaluated in the effectiveness
znalysis.

Let us consider an illustrative example of the cost pcrticn of such an
analysis. For simplicity, we shall assume that only two modes, X and Y,
are being examined;?* and that the currently planned future total force
level of X plus Y is P, +P, = P, implying a total cost of C,. This is the
base case.

Now assume that three changes in the number of organizational units
of mode X in the base case are postulated: P,—1, P.+2, and P,+5. The
question then becomes: What does this imply in the form of incremental
changes to the planned forces of mode Y, and what are the resulting total
force mixes of X and Y ?

The cost analysts have to start out by estimating the incremental cost
implications of P,— 1, P, +2, and P, +5:thatis, —AC_,,AC,,and AC, .2*
Since the total cost level of both modes must always be C, (the cost level
of the base case), these incremental costs of the postulated force changes
in mode X will change sign when applied to mode Y. The problem then
becomes one of taking +AC_,, —~AC,, and —ACs, and through a cost
analysis of force elements in mode Y, generating the implied incremental
force changes in mode Y. (Call these P,+AY_,, P,—AY;,and P,—AY;.)
This is one of the key outputs of the cost analysis effort.

The results of the above, in terms of organizational units of X and Y,
muy be summarized as follows:

Case Mode X Mode Y
Base Case P, P,
I P,—1 P,+AY_,
II P.+2 P, —AY,
I P.+5 P,—AY;

Suppose that the cost analysts have completed their work and that the
rzsults are as portrayed in Fig. 4.15. Here, the total force mixes (mode X

23 In zn actyual systems analysis problem these mode. could be any one of a number of
possibilities: for example, land-basing vs. sea-basing for a certain type of military
capability. Within each mode there would norzally be several program elements (e.g.,
weapnn and/or support systems).

24 In this example, the “deltas’ denote increments (positive or negative, depending upon

the prefacing sign).
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INTRODUCTION TO MILITARY COST ANALYSIS 91

plus mode Y) are plotted as a function of the number of organizational
units of mode X.2* Notice that in each case the total force is expressed in
terms of the total number of combat-ready major equipments available
from the number of organizational units in mode X and mode Y. This is
the key output of the cost analysis, which, in turn, is one of the main
inputs to the efiectiveness analysis.

o
Presently plonned force

3200 —

Region where
"expected volue”
cases are likely
to fall

2400 |~

Toto! force {total number of combat ready air vehicles in modes X ond V)
T

| |
| ]
|| |
| | |
]
!
2000 |- | l
' I'o
b |
1600 & | ‘ | |
. |
. |
1200 |- | | | | NOTE: Cont level
L | e
m a
800 |- | i } |
] | |
| | | I
o m
400 L_((f:’:?l N {/:; l;/(%:tz) | ﬁi"in
- I !
oLt 1 | I A S S B
2 <1 P +1 42 +3 +4 +5 +6

x
Nuriber of units of mode X

Fig. 4.15 - Total number of combat-ready air vehicles {mode X+ mode Y) as a function
of force size of mode X

Notice also that the cost analysts calculated a range of estimates for
each case. The curves A and B bracket the region where the “‘expected
value’ cases are likely to fall. On the basis of A and B alone, the conclusion

?3 Recall that in all instances the total cc 't level is constant at C,.
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92 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

is that there is essentially a onc-to-one cost trade-off between units of
mode X and mode Y as incremental changes are made to the planned
force over the range postulated in the study for the stipulated total force
cost level C,,.

This, however, may not be the whole story, since major uncertainties
are usually present in a force-mix analysis like the one we are considering.
Examples are:

1. Uncertainties about how support activities (and hence support
costs) change as incremental changes are made to the currently
planned number of combat units.

2. Uncertainties about the cost of new major equipments in the future.

3. Uncertainties about what should be assumed regarding the useful
life of the combut weapon systems in the totai force mixes.

While uncertainties like these taken one at a time may not have a signi-
ficant impact on the outcome of the cost analysis,?® they may be of con-
siderable importance when taken in various combinations. In any event,
cost analysts should explore such possibilities through sensitivity analyses.

Suppose that in our hypothetical illustration the cost analysts did their
job properly and that examples of the results are as portrayed by curves C
and D. Suppose further that these situations are well within the realm of
possibility. While curve C may or may not have a significant impact on the
effectiveness analysis, curve D is very likely to. The analysts responsible for
the effectiveness analysis would certainly want to know about such possi-
bilities and the details of the specific assumptions that produce them.
Again, this 1s an example of how cost analysts try to face up to uncertainty
explicitly and to not be satisfied by merely calculating expected value cases.

Total Force Structure Cost Analysis
Systems analyses involving comparisons among individual systems and
among force mixes of subsets of total forces represent the heart of an
analytical effort in support of the long-range planning process. Ultimately,
however, the long-range planners must put all the pieces together in the
form of projected total force structures. As in the case of examining pieces
of the total force, they will want to investigate alternatives.

While no one has yet been able to devise ways of quantitatively assessing
the effectiveness of total force structures, something can nevertheless be
done regarding the cost aspects of total force planning.?” A well-rounded

¢ That is, the total number of combat-ready major equipments in mode X plus mode Y.
37 In many instances, however, effectiveness measures can be derived for increments to
a total force - a most important conside-ation in force planning deliberations. Incre-
mental costs must, of course, be related 1o the increments in effectiveness.
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military cost analysis capability must therefore include the ability to
investigate the cost implications of alternative future total force proposals.
This must be done not only in terms of dollar measures like total obliga-
tional authority (TOA),?® but also in terms of various physical units of
measure, like manpower.

The output of a total force structure cost analysis typically has many
dimensions, and the information can be summarized and presented in a
variety of possible formats and in various levels of aggregation. One
possibility is illustrated in Table 4.2. While this particular format provides
for conveying a good deal of information, it is still at a very high level of
aggregation with respect to both program element detail and cost category
detail. One form of breakdown of the research and development, invest-
ment, and operating cost categories that is often used is the Department
of Defense’s conventional budget structure: construction, procurement,
operations and maintenance, military personnel, and RDT&E (rzsearch,
development, test, and evaluation).

To be of real use to long-range force planning decisionmakers, a cost
analysis capability for investigating total force structures must be able to
assess rapidly the resource impact of alternative proposals. Since total
force cost analysis typically involves thousands of calculations, this
requirement cannot be met unless the methods used are automated in
part.?®

The heart of total force structure comparisons centers around the exami-
nation of alternatives to some base cass. As pointed out previously, this
base case usually takes the form of the projected force structure implications
of major program decisions made to date. Then the lo..g-range planning
activities focus primarily oinexamining proposed alternatives to the base case.

As we said earlier, the base case represents a “‘spendout” of the major
program decisions made as of some point in time, assuming no new
research and development, investment or operational concept decisions
beyond that point. The result is a declining total force cost curve as a
function of future time out to the point where the total becomes essentially
the operating cost of the projected total force (see Fig. 4.16).3°

28 TGA is a technical term which we shall define explicitly in a later discussion. Broadly
speaking, it means the gross funding requirements, year-by-year, that are necessary to
support a given projected force. Particularly for investment items (for example, equio-
ments and facilities), a given TOA in year N usually results in expenditures in years
N,N+1, N+ 2, oreven later.

29 Total force structure cost models are discussed in some detail in Chapter 7.

30 Oftentimes because of particularly heavy investmsnt commitments contained in
decisions “made to date,” the spendout total cost curve goes up defore it starts its
decline.
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TABLE 4.2

Hlustrative Format for Preseating Summary of Total Force Structure Cost Anelysis

Force Structure

Manpower Requirements (Thousands of People)

Masjor Program and
Program Element

No. of Units (End of FY) Military Civilian

'68°69°70°71°72 ...'78768°69°70 7172 .. "T8F68°69'70°TL 72 .. .78

STRATEQGIC OFFENSIVE
AND DEFENSIVE FORCES

Oﬁm
52 Msuned Bomber
System
Minuteman ICBM System
Fleet Ballistic Missile System

etc.

Total Offense

Continental Defense
F-106 Maaned Ipterceptor

System
NIKE Missile Interceptor

System
Bull’i':ﬁc Missile Defense
System

ctc.

Total Defense

TOTAL STRATEGIC OFF.
AND DEF. FORCES

GENERAL PURPOSE
FORCES
Infantry Divisions
Armored Divisions
Navy Attack Carviers
CVAx

(
F-111 Land-Based
Tactical Air System

ete.

TOTAL GENERAL
PURPOSE FORCES

AIRLIFT AND SEALIFT
FORCES

Navy Transport Ships

Navy Forward Floaling
Depots (FDLs)

C-141 Strategic Airlift

System
C-5A Strategic Airlift

etc.

‘ System
F

TOTAL AIRLIFT AND

SEALIFT FORCES

OTHER MAJOR PROGRAM
AREAS

(Listed by Major Program
and Program Elements in
each, 53 above)

GRAND TOTAL




——

INTRODUCTION TO MILITARY COST ANALYSIS

95 :
1
Expenditures (or “Total Obligational Authority") in Millions of 1968 Dollars {
Research and 3
Development Invesunent Operation Total Expenditure
'68°69°'70°71'72 ... TH"68°69°7G'71°72 . "IY'68769°70°71°72 ... "78['68'69°70°71772..." 78
+
'

" —

Rt i i RTINS, S




.-

96 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

24 -

Total obligationol authority (billions of 1968 $

12 —
s -
o
0 R R N I B B
'68 ' ‘72 ‘74 76 '78 '80 '82

Fiscal yeor

Fig. 4.16 - IHustration of a *‘spendout™ (base case) calculation of total force cost

Suppose now that the planners want to consider certain phase-outs of
the projected forces in the base case and at the same time to consider sub-
stantial phase-ins of new capabilities in several mission areas. What is the
net result on the total obligational authority (TOA) level for the total
force? The outcome may look something like that for *‘force variation
No. 1" portrayed in Fig. 4.17.

8 —

Totol obligotionol authority (billions of 1968 $)

0 I TR ! | J
w8 M | ‘e 76 78 80 82

Fiscal yeor

Fig. 4.17 - Net impact on TOA of force v:.r<tion No. ]
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Here the base case is the same as in Fig. 4.16, and the curve AB represents
the total for force variation No. 1. The shaded area indicates the net
increment of TOA estimated to be required if the postulated vanation
should be adopted. Notice that in the later time periods the curve AB
represents, in a sense, a ‘‘second generation spendcut” of research and
development, investment, and operational concept decisions implied by
force variation No. 1.

Upon examining these results the force planners may judge that for
political or other reasons the peak TOA requirements in the mid-1970s for
force variation No. 1 are too high. They therefore engage in an exercise to
see if another alternative can be postulated which will cut dewn the TOA
peak considerably and at the same time not result in an unacceptable
degradation in the effectiveness of the total force. Suppose that they come
up with force variation No. 2, which has the estimated TOA curve shown
in Fig. 4.18 (curve AC).

8 —

-Force variotion No.l

24 4 \

)ﬁ_ \ _Force variatior No.2
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Fig. 4.18 - TOA levels implied by the base case, force varation No. 1, and force
variation No. 2

Further examination of these results might indicate that force variation
No. 2 is not acceptable either, and that therefore another iteration in the
planning process should be initiated. This process could continue through
a number of re-cyclings.

In sum, long-range total force structure planning is typically an iterative,
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experimental process; and if a military cost analysis capability is to be
useful in scrving that process, it must be set up to provide the kinds of
information needed by the force planning decisionmakers. A fundainentai
requirement is to be able to assess rapidly the future resource implications
of numerous proposed alternatives to the currently projected total force.

Summary

The main points contained in this chapter may be summarized as follows:
1. The central problem facing military cost analysts is t¢ develop con-

cepts and procedurcs for assessing the economic cost implications of pro-

posed alternative future courses of action under conditions of uncertainty.
2. Some of the more important distinguishing features of the conceptual

framework for military cost analysis are:

a. An output-oriented analytical capability for developing and
presenting results in terms of program elements (¢.g.. weanon and/
or support systems) of interest to the long-range planning decision-
makers.

b. Provision for life cycle identification (research and development,
investment, and operaung costs) and for an appropriate input
structure.

c. Emphasis on generating the economic costs of alternatives: for
example, incremental or marginai costs, eaplicit treament of time
preference, and so on.

d. Provision for explicit treatment of uncertainty.

. Emphasis on accuracy in a relative or comparative sense.

f. A recognition that the backbone of a cost analysis capability is
the systematic coliection of data and inform.tion, and the
derivation of estimating relationships.

o

3. The specifics of how the cost analysis activity feeds the systems
analysis process are somewhat different, depending upon whether a fixed
budget or fixed effectiveness approach is used in the analysis.

4. The four general types of contexts for military cost analysis are:

. Intrasystem comparisons.

. Intersystem comparisons.

¢. Force-mix comparisons.

d. Total force structure comparisons.

o
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Chagter 5
THE INFUT SIDE

Inputs in Cost Analysis

So far in this book our orientation has been primarily toward output-
oriented packages of military capability, such as weapon systems, which
are in some way related to the attainment of national security objectives.
This focus is necessary, of course, sirce the output dimension is of the
first importance to long-range planning decisionmakers, and hsnce to
systems analysts. The problems and the results of cost analyses must be
structured ir. terms of programs and program elements that the planners
are consideriag in their deliberations.

While this is the prime requirement for the major product of the military
cost analysis effort, it bears repeating that the basic work of cost anai,sis
must be conducted in terms of a different dimension. The cost analyst
simply cannot estimate the cost of an output-oriented package of military
capability per se. Such packages must be broken up into their basic
resource components (manpower, equipments, facilities, and the like) and
functional categories made up of combinations of these resource compon-
ents (maintenance, training, and so on).! We shall refer to sets of these
resource and functional categories as “‘input structures.” These constitute
oae of the major components of the so-called input side of military cost
analysis.

Another major part of the input side is what may be called the “des-
criptive information” input to the cost analysis process. By this we simply
mean the set of specifications describing the proposed new outpuf-
oriented package under consideration. If the package happens to be a
weapon system, the set of descriptive information will include such data
as major cquipmert specifications (performance characteristics, physical
characteristics, and so on) and key specifications regarding the operationa’
concept (deployment scheme, activity rates, dispersal scheme, 2nd so or;.
Some subset of these system specifications will feed into the estimating
procedure established for each one of the categories (or subcategories) in
the input structure.

! The basic resource iaputs can, in effect, be aggrcgatcd into various kinds of input
packages. That is, we can pick up the inputs at various levels of aggregation from the
disaggregated array of resources, at the one extreme, to the aggregate of the dollar costs
of these resources, at the other. The task is to identify levels of aggregation, or input
packages, that can be related to outpuis and that are helpful in the 2stimation process.
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Suppose, for example, that one of the categories in the input structure
for future Weapon Systein X is cal'ed “‘maintenance of major equipment.”
Suppose also that an analysis of historical maintenance data for major
equipments somewhat similar to that proposed for use in System X yields
a statistical estimating relationship which says that maintenance cost {C)
can be estimated as a function of equipment weight (W), equipment speed
(S), and expected activity rate (4).2 We have, therefore:

C=f(W,S, A). (1)

Now from the system description information for System X, suppose that
the values fcr the maintenance cost generating variablcs are W, S, and 4.
Substituting these in equation (1) we obtain the estimated mzjor equip-
ment maintenance cost for System X:

C=f(W.8, A. 2)

Estimates of cost for otner categories in the input structure are obtained
in a similar fashion, although in some cases the rouvte is less direct. For
example, some of the input structure categories may have estimating
relationships containing ‘“‘number of personnel” as an explanatory (cost-
generating) variable. Here, an interm<diate step is required. Using certain
of the input data in the system descrip’ion, and possibly other information
as well, &« manpower estimating subroutit.¢ or submodel is used to estimate
the personnel requirenients (number of officers, eniisted men, and civilians)
for manning of the proposed nev. system. '{n.2s2 manpower requirements
estimates are then fed into the estimating procedures for those categories
in the input structure requiring “‘number of personnel” as an input.?

In summary, for a particular output-oriented package of militacy
capability under consideration, the “input side” cf cost anaiysis cousists
of four interrelated major components:

1. A set of descriptive infoimation setting forth major equipment
performance or physical characteristics, key specificaticns of
opcerational concept, and the like.

. An inpat structure conraining weli-defined rssource and func
tional categories. :

3. Estinating procedures (for example, estimating relationships) for

each category or subcategory *n the input structure.

+J

2 1f the system is an aircraft system, activity rate may be flying hours per year, for
cxample.

3 For example, the cstimating equation for **personnel facilities” mayv well contain
“‘number of offkers™ and “*number of enlisted men™ as cost-generating vaniables.
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102 OO0ST CONSIDERATIONS IN SYSTEMS ANALYSIS

4. Submodels or subroutines for making certain intermediate cal-
culations {of manpower requirements, for example) which may
be used in several categories in the input structure.

An Exampie

Perhaps it would be helpful to present an example to demonstrate how
all of these pieces fit together in the cost analysis process. To do this we
shall not go into detail for all categories in the input structure. Rather, a
few will be singled out to illustrate some of the main points to be empha-
sized in this chapter.

Let us assume that a systems analysis is being conducted to examine
alternative ways of meeting national security objectives in the strategic
offensive mission area some 10 to 15 years {rom now. Cne of the proposed
alternatives is a new strategic manned bomber aircraft called the B-x. The
cost analysts are calied upon to estimate the total system cost* for the pro-
posed output-oriented package of military capability iabeled the “B-x
System.” That is to say, what wouid be the dollar expenditure implications
of a decision to add a certain force size of B-x’s to the future strategic
forces, assuming 4 concomitant phase-out of existing B-52 units ?°

TABLE 5.1
B-x Alrcraft Characteristics
Gross takeoff weight .. .. 350,0001b
Erapty weight .. .. .. 133910]b
AMPR weight .. .. .. 102,700 1b
Wingspan .. .. .. .. Variable: 77 ft (swept)
145 fi (extended)

Leangth .. .. .. .. 1821t
Height .. ‘e .. R ) B B 1
Engines .. .. .. 4
Thrust perengine, dry .. .. 16,6501b
Thrust per engine, augmented .. 25,8001b
Maximum speed at altitude .. Mach22(1,260K)
Fuel capacity . .. .. 201,4501b
Range .. .. .. .. 6,300 nmi
Crew size and composition .. 3(2 pilots, 1 navigator-bombardier)
Runway requirement .. .. 5,000 ft to clear 50 ft
Armament . .. .. Same as B-52

¢ Kesearch and development, investinent, plus a number of yzars operating cost.

* The discussion to follow is based on the analysis of the B-x by W. E. Mooz, which is
presented in full in Chapter 9 of E. S. Quade and W. 1. Boucher {eds.), Systems Analysis
and Policy Planning: Applications ir Defense {(New York: Ametican Elsevier Publishing
Co., Inc., 1968).
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The descriptive inforimation {or the B-x system includes aircraft charac-
teristics like those presented in Table S.1. It also includes data on the B-x
operational concept like the following:

1.

9.

The organizational unit is assumed to be similar to the present
B-52 system - a wing-type organization with 15 aircraft per wing,
with an additional 1C percent in command support (maintenance
pineline).

Paasing assumption: As B-32 wings are phased out of the opera-
tional force in the future, they are replaced wing-by-wing by the
B-x.

Deployment and basing: Each B-x wing will operate from a base
within the continental United States that it has inherited from the
B-52.

. Force size: 10 wings assumed for the base case.
. Numbver of years of operation: 5 years assumed for the base casc.
. Maintenance guidelines: Similar to current Strategic Air Command

practice for the B-52.

. Alert concept: Seven B-x aircraft in each wing are to be on con-

tinuous ground alert.

. B-x crew schedule (hours per month):

Ground alert duty ... 130
Flying time (B-x) . 22
Fiying time (training and mission support
aircraft .. 8
Monflying duty ... 40
Total ... 200

Number of aircraft assumed to be required for the research ard
development program: 10 vehicles.

The input structure to be used in building up total system cost estimates
for the B-x is poi.rayed in Table 5.2. This is presented only as an example
of one of several possibilities, not as the ‘preferred” input structure. The
important point, wnatever input structure is chosen, is that the various
categories be carefully defined. For example, does the category “Primary
Mission Equipment Maintenance™ include both base level and depot level
maintenance ? (In our example, it does.) Does depot maintenance include
a pro rata share of the headquarters administrative costs of the Air Force
Logistics Command depot where the maintenance is assumed to be per-

LI




SANAIAG [eDUUY
uoneuodsuer] [enuuy
[oaR1] [eRUUY
3urutes ) wewodeday [ULOSIAY
SOUEMO[|Y PUB ABJ [QUUGSID]
dURUANUIRIA PUP juslwdRddY FOV
104 pue
MDULUNUIB JRIDIY HWOMENS U}
(104) swesqny @ ‘sjQ ‘sing IWd
dvuBUNUIBI FINJ
SSIUOIAY
ssursug
3410
Suusouduyg Juiueisng
3uippo], 21ey pue Suweng
s[eLle Fuundejnuep
loqe] 3uunenuely
swelpny
wswaoedoy JINd
SOUBUIIUIEIAl Pue JudLIdOR|daY satifide]

S1s0) Suniesdad()

COST CONSIDERATIONS IN SYSTEMS ANALYSIS

uolreuodsuer | [eniug
[2ABL] feiiug
(femu)) Buluresj [PUUOSIdY
sued sredg pue saedg
1uawdinbg Jo sauoudAU] jemuU]
(sa1edg Juipnpxg) -
syddng jo souojuaAu] [entu;
suwdinbdy Jsi0
(3OV) wawdinbg punosry ssedsossy
uoddng jupn)
SIAUOIAY
ssuIBuyg
BY:0
unouidug uiuieisug
3ujoo], a1ey pue Jururelsng
s[eualepy] SuLmidejnuely
Joqe] Sulnidejnueiy
swestny
(FNJ) wawdinbg uoissiy Arewnrd
satqoey

S1507) JUIWIISIAL]

woddng s3] 1ydi 4
suoneradQ 153y 1434
$IIU0IAY
sauiduy
BYI0
3uusauisuy Sulute)sng
3ulj00], 218y pue JuteISng
sjeLiale]y Buundejnuey
Joqet Surimoejnuepy
dwesjy
uonINpOIq ANYIA 1531 3114
153 WSISAG
SAUOIAY
s3u18uy
3unoo] jentu)
uoddng juawdolaaag
Buusam3uy [eniug
sweluly
uswdojaasc] pue udisoQ

udWdoItANJ puR Yaueasdsy

104

30ponns indu] us Jo dduiexy
7S 4714dvL

ke am—a s g ot ; -

e B AP s LA = =




I ———— ———

T T e - g

THE INPUT SIDE 105

formed ? (In our example, the answsr is ‘‘no,” since these costs are essen-
tially insensitive to the decision to have or not to have the B-x.)

At this point we have two of the four basic ingredients of the cost analysis
process: the system description information for the B-x, and the input
structure. For simplicity in this illustration we shall assume the following
for the remaining two ingredients:

@ The existence of a cost analysis procedure (for example, a sct of
estimating relationships) for each of the categories and subcate-
gories in the input structure.

¢ The existence of the necessary submodels or procedures to feed
inputs to various categories in the input structure.®

Our task is now to show briefly how the four pieces fit together. Since the
objective here is to illustrate basic principles, it is not necessary to discuss
in detaii the data base and the estimating precedures for cach category in
the input structure. Rather, we shall select a few cases to serve as examples:
facilities investment, investment in primary mission equipment, and
primary mission equipment maintenance.’

Facllities Investmert
From the B-x System descriptive information it is apparent thati the

faciiities investment cost for the B-x will not be very great, because the
B-x is assumed to inherit faciiities from the phase-out of the B-52s. Here
the main task of the cost analyst is to compare the estimated facilities
requirements for the B-x with those of the existing B-52s and sce if there
are any significant deficiencies. Suppose that this is done, and that only a
few instances are found where deficiencies are likely to exist, one of them
being fuel storage facilities:

B-x estimated requirement 4.49 million gal
Typical B-32 base 2.54 million gal
Deficiency 1.95 million gal

Suppose now that an analysis of underground fuel storage costs produces

* For example, in the manpower area we would take various data from the system
description information (such as the orgarizational unit concept, the alert concept, or
the crew activity rate schedule) and various bits of information from other sources (such
as Unit Manning Documents for present strategic bomber system:s), and then, using the
manpower submodel, we would derive estimates of the number of officers, airmen, and
civilians required to man the B-x System.

7 The numbers used in the illustrations to follow are hypothetical.
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106 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

the relationship shown in Fig. 5.1. On the basis of this estimating relation-
ship it would appear that a construction cost of apout $0.65 per gallon

o

o015

L]

o

]

g

5 1.0 |

[

S

&

5 o P

% 0.5)—

‘)
0 L I 1 1
0 550 1000 1500 2000

Gallons in storage (thousands)
Fig. 5.1 - Cost of installed underground fuel storage

would be appropriate for the problem at hand. Therefore, the estimated
incremental cost per base for the B-x is:

(1.95 million gal} ($0.65) = $1.3 miilion.

Using similar methods, assume that we find that the B-x requires an
additional $1 mill.on per base for other incremental facilities, such as
specialized maintenance facilities. The total incremental cost for all
facilities, then, becomes $2.3 million per base, or $23.0 million for the
total B-x System (the 10-wing base case).®

Investment in Primary Mission Equipment
The problem here is to estirnate the investment cost of the initial inven-
tory of operational B-x aircraft. Cost analysis of proposed future major
equipments is typically a rather complicaied process. However, for the
purposes of the present discussion, it ic not necessary to treat the subject
in great detail.

Geuerally speaking, the costs of proposed future manned aircraft are

8 As we shail sec later, this is a very small fraction of the total B-x System cost. In other
cases, facilities cost can be a major item in total system cost.
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estimated by usi~ statistically derived estimating relationships which
express cost per ancraft as a function of variables exprossing performance
or physical characteristics, and cumulative production quantity. The
quantity variable need not necessarily be part of the basic estimating
equation. For example, it is fairly typical to have the following:

quf(xl’xzv"-’xn; yl’.v2""’.vm)’ (3)

where C§ = production unit cost of aircraft type & (in our case manned
bombers) for ‘‘normalized” cumulative quantity g (for
example, cumv:lative number of aircraft produced = 100 is
often use- in practice®)
x’s = set of bomber aircraft performance characteristics (speed,
range, and so on)
y's = set of bomber ancraft physical characteristics (weight, wing-
span, and so on),
and

¢, = 9(¢| C)), 4)
where
C, = cost of varying quantities of aircraft type b, given C§
Q = cumulative production quantity.

Thus, (3) is the basic equation which expresses cost per aircraft as a
function of performancc and physical characteristics at somc point on a
cost~quantity curve (say, at cumulative output quaniity 100). Then an
aporopriate cost-quantity function is fitted through this point to express
aircraft cost as a function of cumulative quantity.'®

From this general description the reader will iio doubt get the impression
that the cost of the total aircraft is estimated as an entity. This is usually
not the case. Generally speaking, the total aircraft is broken down into its
major subsystems: airframe, engines, avionics. Then each of these may be
broken down furtner. For example, airframe may be segregated into
functiona! categories like manufacturing labor cost, manufacturing
maienals cost, tooling, engincering, and so on. In sum, the cost analysis
task is disaggregated into numerous components, and appropriate
estimating relationships are developed for each. Ther these relationships

? Selection of a number for g is, of course, somewhat arbitrary. However, it should be
(1) iarge enough to avoid the abnormalities and irregularities characteristic of units
fabricated early in the production run, and (2) not so large as to rule out inclusion of
relevant Listorical cases in the data base used to derive the basic estimating equation.

'* This is one of the simplest procedures. Other methods are more complex, but this
need not concern us here.
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108 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

are combined to get a cost-quantity estimating equation for the total air-
craft (total flyaway production cost).

Suppose that this has been done for our B-x example, and that the end
result of the es:imating relationship work is the cost-quantity curve shown
in Fig. 5.2.'' (Line AB is the cost-quantity relationship for the total B-x
aircraft.) Let us now use this relationship to develop the estimate of
production cost for B-x aircraft for the category “‘Investment in Primary
Mission Equipment.™

Log-Log Scale

100.0 [
[ Total aircraft
B production cost
B A
20.0 r—
Manufacturing labor ~
= L e e T
o 10.0
% [~ Sustaining engineering ~- : 8
- - \ ~~
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i !
- |
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1 10 100 1000

Cumulative quantity of aircroft produced

Fig. 5.2 - Cost-quantity relationship for the B-x

Aircraft cost is, of course, a function of total quantity produced. How
many will be needed, in total, for our B-x base case ? From the B-x System
description information,'? we know that the first 10 aircraft are required

11 Here we are using a cumulative average cost-quantity curve. This means that the
point on ti.e curve for cumulative output 109, for example, represents the total pro-
duction cost for 100 units divided by 100. (Cost-Guantity relationships are discussed in
some detail in the next chapter.)

2 See items (1), (4), (5), and (9}, p. 103.
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for the development program, 150 ai-.-aft (IS per wing for 2 10-wing
force) arc required for the basic unit e aivming (U.E.) of the B-x wings, 15
atrcraft are needed for command sup e -t (10 pereent of basic U.E.), and
a certain number of vehicles must be prczared as replacement aircraft for
the expected peacetime attrition over a S-year period. We must make an
estimate of this last quantity.

Suppose that the cost analysts have examined the attrition rate history
of a number of past and current bomber aircraft, and that the result is the
estimating relationship portrayed in Fig. 5.3. Here, aircraft lost because
of peacetime attrition is plotted as a function of total system flying hours.
From the data contained in the B-x system description informaiion, we can
calculate the total sysiem flying hours for the base case: 515,000.'* Using

(Log-Log Scole)
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Total system flying howrs

Fig. 5.3 - Bomber aircraft attrition vs. flying hours

13 The B-x opeiational concept calls for 7 aircraft in ecach wing to be on continuous
ground alert. The ground alert duty for each crew is assumed to be 130 hours per month,
a=d the flying time in ihe B-x for each crew is specified to be 22 hours per month.
The amount of aircraft time that must be spent on ground alert duty is:
24 hr > 365 days x 7 aircraft
12 mo

= 5,110 hr/mo
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the “expccted value” curve in Fig. 5.3,'* the estimated number of B-x
aircraft to be procured for attrition is about 32.

We can now add up the number of B-x aircraft required for the total
system:

1. R & D aircraft 10
2. U.E. aircraft (15 x 10 wings) 150
3. Command support (109, of U.E.) 15
4. Replacement (5-year operation) 32

Total 207

P
—

The 165 aircraft shown as items (2) and (3) are the ones pertaining to the
category in the input structure that we ate interested in here - the invest-
ment in primary mission equipment for the initial operational inventory.
However, we have to consider items (1) and (4) in order to achieve the
desired result.!> Here is an example of a case where several categories in
the input structure have to be considered simultaneously.

Returiing now to curve AB in Fig. 5.2, we see that:

(1) Cumulative average cost through unit 207 = $11.3 million.

(2) Cumulaiive average cost through unit 10 = $30.7 million.

(3) Total cost of 207 units is 207 x $11.3 million = $2339.1 million.
(4) Total cost of the first 10 units s 10 x $30.7 = $307.0 million.

The difference between (3) and (4) givcs us the totai cost of units 11 through
207: $2032.1 million. Thus, the average cost of these 197 aircraft (that is,

the 165 we are interested in plus the 32 aircraft estimated for replacement)
1s:

$2032.1 million

" 37 aweraft $10.3 million per aircraft.

for each wing of B-x's. Dividing this figure by the 130 hours per month that each crew is
assumed to spend on ground alert gives us the number of crews per wing: 5,110/130 = 39

{rourded). Since each crew is assumed to fly 22 hours per month in the B-x, the flying
schedule for each wing is:
22 hr/mo x 39 crews =858 hr/mo.

The total of flying hours for the 10-wing B-x force for 5 years, then, is:

858 hr/mo x 60 mo x 10 wings == §15,000 (rounded).
¥4 In o:der to kecp this illustration simpie, we shall use “expected value” numbers
throughout the sxample.
13 The 10 R & D aircraft pertain to the category in the input structure called “Flight

Test Vehicle Production.” The 32 replacement aircraft pertain to **PME Replacement”
under operating costs. (See Table 5.2.)

Y
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Finally, then. the investment cost of the B-x aircraft procured for the
3 initial inventory of primary mission equipment for a 10-wing foice is:

(150+ 15 aircra:t)}$10.3 million) = $1699.5 million.

Primary Mission Equipment Maictenance
As a final example, let us consider 2 category under the operating cost
headiny: “Primary Mission Equipment Maintenance.”

One way to estimate the maintenance cost for proposed future manned
aircraft systems is to use generalized estimating relationships. These may
be derived from an analysis of historical data and information on equip-
ments similar to the ones being considered for the future. The objective is

to try to develop relationships which express maintenarce cost as a

l function of cost-generating variables such as equipment physical or
E performance characteristics, activity rate, and the like.
E Suppose that in the case of the B-x example the cost anaiysts have made
a careful examination of base and depot maintenance data for past and
current bomber aircraft systems and that the followirg relationship is
deemed appropriate for use in estimating maintenance cost for the B-x:¢

N

C,, = 46.34+0.0556X, +0.0824X,, ,

where

C,, = maintenance (base+ depot} cost per flying hour (in dollars)
X, = level-off production cost of the aircraft in thousands of dollars!’
X, = bomber aircraft maximum speed (at altitude) in knots.

To determine the value of X, to use for the B-x, we take the cumulative
average production cost curve AB in Fig. 5.2 and plot it on an arithmetic
grid. The resuit is portrayed in Fig. 5.4. From this it would appear that
cumulative output 1,000 is a reasonably good point to pick for the “level-
off” cost. We therefore shall use $6.3 million for the value of X, for the
B-x.

From the B-x system description (see Table 5.1), the maximum speed at
altitude for the B-x is 1,260 knots. This is the value of X, .

16 Here we shall not discuss the mechanics of deriving estimating relationships. This
susiect is taken v in the next chapter,
17 “Level-off cost’ is defined in this case as the point on the cumulative average cost

quantity curve (plotted un arithmetic grids) where aircraft cost becomes cssentially
horizonta! to the quantity axis.
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Fig. 5.4 - Cost-quantity relationship for the B-x plotted on arithmetic grid

Substituting X, = $6,300 and X, = 1,260 in the maintenance cost
estimating relationship, we have:

C,, = 46.34+0.0556(6300) + 0.0824(1260)
= 46.34+ 350 28+ 103.82
= 500.44.

Thus, we have an estimate of about $500 per flying hour for the main-
tenance cost of the B-v The 2.1 B-x system flving hours for a 5-year
period were computed previously as 515,000 (see footnote 13, page 109).
The maintenance cost for the total system can therefore be estimated to be:

(8500 per flying hr)(515,000 hr) = $257.5 million.

Totai System Cost for the B-x
We have presenied simplified illustrations of how costs might be estimated
for three categories in the input structure for the B-x. Costs for other
categories would be generated in a similar manner.

Suppose that the cost analysts have done this and that the results for the
base case are as shown in Table 5.3. Undoubtedly these results would not
be very useful to the systems analysts. The base case (10-wing force) is a

“benchmark’ point estimate; as such, it is merely the beginning of the cost
analysis effort.



S

|

.y

| &
|

THE INPUT SIDE 113

TABLE 5.3
Summary of costs for the B-x System
(Base Case)
Percent Cost Percent of

of Tntal  {In $ Mullions) Grand Total

Research and Development
Design and Development .. .. 60 824.0
System Test . . .. . .. 393 534.0
Total .. o .. .. 100.0 1358.0 24.4
Initial Investment (10 Wings)
Facilities .. 1.1 23.0
Primary Mission Equnpmcnt (PME) 71.5 1699.5
Unit Support Aircraft .. — 0.0
Aerospace Ground Equipment
(AGE) .. .. .. .. 54 119.0
Other Equipmerit .. .. .. —_ 0.0
Stocks .. .. .. .. 0.i 2.0
Spares .. . .. . 15.5 339.9
Personnel Trammg .. .. u.1 1.2
Initial Travel .. .. .. - 0.1
Initial Transportaticn .. . 0.3 6.9
Total .. .. .. .. 1000 2191.6 39.3
Operution (10 Wings, 5 Years)
Facilities Replacement and
Maintenance .. . .. 124 250.5
PME Replacement. . .. .. 163 329.6
PME Maintenance . .. 12.7 257.5
PME Fuel, (il, and Lub'lcams
(FOL) .. 6.7 136.5
Unit Support Au'craft Mamtcnanoe
and FOL . .. .. .. 0.6 13.1
AGE R & M . .. 56 112.5
Personnel Pay and Allowancm .. 3713 755.0
Personnel Replacement Training . . 5.4 110.0
Annual Travel . .. .. 0.1 29
Annual Transportation .. .. 0.1 2.2
Annual Services .. .. . 28 56.0
Total .. .. .. .. 100.0 2025.8 36.3
Grand Total .. .. .. 5575.4 100.0
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114 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

The next step is very L 'kely to be to calcuiate the system costs for several
fcree sizes, so that a plot like that shown in Fig. 5.5 may be developed.
Notice that in Fig. 5.5 total system cost is increasing at a decreasing rate
as the force size ¢xpands; that is, marginal cost with respect to number of
wings is declining.
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Fig. 5.5 - B-x system cost as function of force size

Another thing that might be done is to examine the sensitivity of total
B-x system cost to possible errors in the input data. Suppose, for example,
that there are significant uncertainties about some of the estimating
relationships used to derive estimates of the primary mission equipment
(PME) costs for the B-x system. Whai would be the impact on total system
cost if the estimating error were 25 per cent? Or 50 per cent? The results
of the sensitivity analysis portrayed in Fig. 5.6 indicate that a 25 percent
error in PME cost wouid change total system cost by about 7.5 percent,
while a 50 percent error would result in a charge of 15 percent in system
cost.

Many other types of analyses may be done, depending upon the nature
of the systems analysis study that the cost analysis effort i1s supporting.
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Fig. 5.6 - Effect on total system cost of estimating errors in B-x primary mission
equipment cost

Major equipment characteristics, system operational concepts, and so on,
can be varied to evaluate their system cost implications.

A example of a cost sensitivity analysis peitaining to operational
con..pts is given in Fig. 5.7. Here, the limits of operation of the B-x
system are defined in terms of ground alert and flying time, along with the
system operating cost per wing for various operating configurations.
Notice that the operating costs turn out to be heavily dependent upon the
flying schedule, and that they are affected to only a small degree by the
addition of ground alert duty.

The line AB represents the boundary for ““minimum system operations,”
where the only flying done is for minimum crew training. The line BC
represents the boundary for “maximum use” situations, where the total
available aircraft time is completely consumed by flying duty, ground
alert, and maintenance. Between the upper and lower boundaries lie other

possible operational configurations. Costs for any of these may be found
from the plot within the shaded area.

Further Comments on Input Structures

In the B-x example the use of one form of input structure was illustrated
(see Tables 5.2 and 5.3). This represents a specific application of a more
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B-x aircroft on ground alert duty per wing

Fig. 5.7 - B-x operating envelope

general format (see Table 5.4) which is applicable to a wide variety of
output-oriented entities of military capability, including ground forces and
Navy task forces.'8

Alternative forms of input structure might be used, depending upon the
specific requirements of the analytical problem at hand and the preferences

of the decisionmakers for whom ihe work is being done. For exampile, in
some cases the Department of Defense’s convemional budget categories
(or some variant thereof) are used as a basis for the input structure. One
such possibility is ilustrated in Table 5.5.

Nothing very definitive can be said regarding what the specific detail of

'8 See Norman V. Breckner and Joseph W. Noah, “'Costing of Systems,” Chapter 3 in
Stephen Enke (ed.), Defense Managemens (Englewood Cliffs, N.J.: Prentice-Hall, inc,,
1967), pp. 48-50.
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TABLE 5.4
Example of One Form of Generalized Input Structure ‘
¥

Research and Development
Preliminary design and engineering
Fabrication of test equipment
Test operations
Miscellaneous

Investment
Facilities (installations)
Equipment:
Primary mission
Support
Other
Stocks: 1
Initial inventories of supplies (e.g., fuels) :
Initial inventories of equipment spares and spare parts
Initial training
Miscellaneous:
Initial transportation -
Initial travel :

Intermediate and support major command investment*
Other

Coale e

Operating Cost

Equipment and facilities replacement :
Primary mission equipment 3
Support equipment ;
Other equipment :
Facilitics

Maintenance: .
Primary mission equipment i
Support equipment ;
Other equipment { {
Facilities i

Personne! pay and allowances ;

Replacement training

Fuels, lubricants, and propellants
Primary mission equipment
Other

Miscellaneous:
Transportation
Travel

Intermediate and support major command operating costs®
Other
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* These categories usually cannot be assigned values ir: the case of individual systems. *

the input structure should be. It is difficult, for example, to argue which ¥
ot the two structures shown in Tables 5.4 and 5.5 is to be preferred. The
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TABLE 5.5

Example of an Input Structure Based on
Department of Defense Conventional Budget Categories”

Research and Development
Military construction
Research, development, test, and ¢valuation (RDT & E)

Investment
Military construction
Procurement
Military personnel®
Operations and maintenance®
Other

Operating Cost
Procurement®
Military personnel
Cperations and maintenance
Other

¢ Shown here at the highest level of aggregation. Each category has a substructure
beneath it.

® These iten-s are primarily operating cost categories. However, certain personnel and
operations and maintenance costs show up under investment when they are incurred in
the process of buiiding up initial capabilities, and hence may be thought of as being
“capitalized’” operating costs. Initial training is an example of an activity where this
occurs.

¢ Includes replacement-type procurements only.

answer depends significantly on the natvre of the analytical problem in any
particular case. The level of specific detail may not be so important,
provided that the resulting input structure is complete, contains categories
that have been carefully defined, and is related in some fashion to the
format in which basic data {past, current, and near future} are available.'®

These requirements of a useful input structure are important, since they
must be reasonably well fulfilled in order to facilitate the development of
estimating reiationships for the various categories or subcategories in the
structure.

Estimating relationships form the heart of a military cost analysis
capability. They are essentially “input-output” devices relating various
categories of cost to key cost-generating variables such as performance
characteristics of major equipment. This is such an important subject that
we shall devote the next chapter to it.

1% The relationship between data formats and input structures need not necessarily be

directin all cascs, in fasi, i° usuaily unnoi oc.
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Summarv
The main points contained in this chapter meay be summarized as follows:

1. While the results of military cost analyscs must be focused on output-
oriented packages of military capabilities (for example, weapon systems),
the cost analyst must concentrate on the input side in order to obtain final
results.

2. Several major elements have to be present on the input side:

a. A well-defined input structure.

b. A list containing system description information and data - major
equipment characteristics, facts about the operational concept, and
so on.

¢. An estimating procedure (including, for example, estimating
relationships) for each category and subcategory in the input
structure.

d. A set of subprocedures or submodels (a manpower requirements
model, for example) which generate inputs for use in the estimating
relationships for many of the categories in the input structure.

3. While the specific detail of the input structure can vary considerably,
three major characteristics are important:

a. The categories must be exhaustive and mutually exclusive.
b. The categories in the structure must be carefully defined.

c. The categories must relate in some fashion to the format of existing
data and information sysiems.

Suggested Suppiementary Readings

1. Department of Defense, Cosr Information Reports (CIR) for Aircraft, Missile, and
Space Systems, Budget Burecau No. 22-R260, April 21, 1966.

2. W. E. Mooz, “The B-x: A Hypothetical Bomber Cost Study,” Chap. 9 in E. S.
Quade and W. 1. Boucher (eds.), Systems Analysis and Policy Planning: Applications
in Defense (New York; American Elsevier Publishing Co., Inc., 1968).
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Chapter 6

ESTIMATING RELATIONSHIPS

Intreduction

Estimating relationships are a vital part of the cost analyst’s kit of tocls.
The discussion of the “input side™ in Chapter 5 indicated their key role
in the estimating procedures for each category and subcategory in the input
structure, and illustrated their usc in examples for three input categories.
In effect, estimating relationships are “transformation devices” which
permit cost analysts to go from basic inputs (for example, descriptive
information for some future wecapon system or other type of program
element) to estimates of the cost of output-oriented packages of military
capability.

In discussing the very important subject of estimating relationships, it 1s
imperative that certain fundamental points about their derivation and use
be clearly explained. The main purpose of this chapter is to deal with
these points in some depth. Perhaps the groundwork for such a discussion
can best be established by using a simple illustration from the realm of
nonmilitary affairs.

Suppose that Mr. A runs a small plant which manufactures a simple
piece of equipment (call it X). Suppose further that for some time he has
been building X in three sizes: small, medium, and large, with gross
weights of 2, 4, and & pounds, respectively. Since the beginning, the plant
has been essentially constant in size, and has been operated at about the
same rate of output.

Until now Mr. A has not paid very close attention to his formal cost
accounting records; but from casual observation and from ‘“‘experience”
it has seemed to him that the manufacturing cost (in dollars) of producing
X has tended to be avout twice the weight (in pounds) of X. He therefore
has thought that a reasonably good ‘‘rule-of-thumb’ estimating relation-
ship is about $2 per pound.

Subsequently, inquiries from several of Mr. A’s customers seemed to
indicate that a demand was developing for a scaled-up version of product
X which might weigh as much as 18 or 20 pounds. He began to consider
seriously the possibility of altering his plant to meet this potential demand.
Several questions came to mind. Would the manufacturing cost of the
scaled-up version of X be $2 per pound? Would the fact that he might
have to increase the size of his plant and operate at a different rate of

120
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output change costs significantly ? As a starting point, he decided to do a
rauch more careful analysis of his past and present produciion costs than
had ever been done before.

Mr. A went to hic historical cost accounting records and began to take
samples of the past manufacturing costs of the 2, 4, 2r.d 8 pound versions
of product 2. Hc soon discovered, however, that at certain times in the
past there bad been changes in raw material prices and changes in certain
of the pay rates for his employess. Some changes had also been made in
the accounting system which resulted in redefinition of the content of soie
of the accounts used to accumulate manufacturing costs. To ensure
censistency and comparability in the data base to be used in his analysis,
Mr. A decided to normalize the data with respect to price level changes,'
and fo make certain adjustments to correci for the differences in account
definition.

Having satisited himseif that he had a reasonably consistent set of basic
data frcm the historical records, he then made the plot shown in Fig. 6.1.
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Fig. 6.1 ~ Cost of product X as a function of weight

This shows that the manufacturing cost of prc duct X is in fact & funciion
of weight, birt with considerabie variability. What is the average relation-
ship ? Mr. A took the mean value for sach of his three cases and connected

—

' To co “his he used ar appropriate price index to “defiet~" the historical data and to
express them in terms of cor<iant 1968 dollars. [For a «...ussion of price deflation, see
William A. Spurr and Charles P. Bonini, Statistical Analysis for Business Decisions
{Homeowiod, 1. Richaud 73, irwin, 1oy ., 1967), pp. 471-473.]
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122 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

these points with a line as shown in Fig. 6.2. This seems to indicate that,
or the average, over the weight range 2 to 8 pounds, Mr. A’s criginal
ruli-of-thumb relationship of $2 per pouad is about right,
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Fiz. 0.2 - Cost of product X as a function of weight

But what about projecting considerably beyond the experience base —
out to weights of 16 or 18 pounds, for example? Could we expect that the
$2 per pound relationship would hold reasonably well? As Mr. A
pondered this question, these considerations went thrcugh his mind:

1. He recalled that a friend, who is a cost engineer for an aircraft
company, had said that usually the cost per pound of airframe weight for
large aircraft tends to be lower than for smalier aircraft. Could there be a
similar “ccaling” reiationship involved in the producticn of product X,
particulerly in going to weights in the neignscrhocé of 20 pounds?

2. From & course in the principles of economics taken a number of years
ago, Mr. A remembered rhat a firm’s unit costs can vary considerably as
the rate of output changes or the scale of the plant is altered. Since both
of these things might happen in the future for Mr. A’s plant, he wondered
whether the $2 per pound relationship portrayed in Fig. 6.2, in which both
rate of output and plant size are held essentially constant, would continue
tc hold.

3. Examining Fig. 6.2 again, Mr. A was impressed with the variability
of the costs around the average relationship. Since he was very careful in
assembling his data base znd in making the appropriate adjustments to
ensure consistency, he thought it uniikely that much of the variability
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could be accounted for by gioss errors in the basic data. He concluded
that an explu:.utory variable (or variables) in addition to weight was having
some influence on cost.

For these three reasons, and others, Mr. A concluded that while his
rule-of-thumb of $2 per pound might be appropriate for some purposes
cver the 2 to 8 pound weight range, it certainly could not be assumed to
hold for much higher weight ranges or for different rate-of-output or
plant-size situations. He therefore decided he weuld have to explore the
problem further,

Some Fandamental Points

At this point we can leave our example, for it has already served the
purpose of providing a basis for outlining the fundamental points about
estimating relationships that we wish to make in this chapter:

1. Estimating relationcaips are analytic devices which relate various
categories of cost (either in dollars or physical units) to cost-generating or
explanatory variables.

2. They may take numerous forms, ranging from informal rules of
thumb ~r simple analogies to formal mathematical functions derived from
statistical analyses of empirical data.

3. A most important step in the derivation of estimating relationships
is to assemble and refine the data that constitute the empirical basis of the
relationship to be developed. Typically, the raw data are at least partially
in the wrong format for analytical purposes, have various irregularities
and inconsistencies, and the like. Adjustments, therefore, almost always
have to be made to ensure a reasonably consistent and comparabie data
base. No degree of sophistication in the use of advanced mathematical
statistics can compensate very much for a seriously deficient data base.

4. Given the data base, any of a wide variety of techniques may be used
to cerive appropriate estimating relationships. The range extends all the
way from unaided judgment and simple graphical procedures through
complex statistical techniques. Here, considerable judgment must be
exercised. The particular method used is strongly related to the nature of
the problem, 1nd particularly to the nature of the data base. Fer example,
it usually does not make sense to try to fit a complicated multivariate
function to a data base having a very small sample size, since it is easy to
run out of degrees of freedom in such cases.? Even with a relatively large

2 In a statistical sense, the term *‘degrees of freedom' may be taken to mean the sample
size minus the number of coefficients (parameters) in the estimating equation.
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data base, one musi avoid mechauically running large numbers of cor-
relation analyses on the computer to determine that combination of
explanatory variables which maximizes the correlation coefficient.? As we
shall see later, high correlation coefficients, in and of themselves, do not
necessarily ensure statisticaliy significant relationships.

5. Care must also be exercised in the use of estimating relationships. The
user must have a good understanding of the data base and the procedures
used in deriving the estimating relationship.* Above all, he must exercise
care in extrapolating beyond the range of experience (the sample) under-
lying the relationship. Scaling factors, for example, may have to be taken
into account, especially when - as happens very often — we are estimating
the costs of future equipments or activities which are different from those
of the past, present, and near future.

Types of Estimating Relationships
Estimating relationships can take on a wide range of possible forms. They
may be classified in numerous ways: for example, informal vs. formal,
continuous vs. discontinuous, mathematical vs. nonmathematical, linear
vs. nonlinear, statistically derived vs. nonstatistically derived, and so on.

There seems to be no “best” (or even singularly “‘good™) way of
classifying the various types. This need not bother us here, however, since
our objective is merely to point out to the reader that estimating relation-
ships exist in many forms and that numerous possible types may be useful
in practice.

In the following paragraphs we shall list and illustrate briefly several
kinds of estimating relaticaships. The bst 1s noi complete, but it is fairly
representative of the total spectrum of types.

Simpile Linear Forms

Estimating relationships do not have to be expressed in terms of compli-
cated mathematical functions to be useful. In fact, a considerable number
of relationships used in military cost analysis are of the form

C=ua (aconstant),

~
[
g

or
C = BX (alinear homogeneous function).? 2)

* The correlation coefficient is 2 measure of the degree of relationship between the
dependent variable and the explanatory variables. It ranges from zero (no correlation)
to plus or minus unity (perfect correlation).

“ This is particularly important when the user himself has not derived the relationship.

3 Equation (2) is a special case of the linear form C = a+ #X, with « = 0. When a lincar
function passes through the origin, it is said to be homogeneous.
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The use of (2) is particularly prevalent. The numerical value of f may be
determined in a number of ways: by a simple averaging process, by using
formal statistical regression analysis,® by policy considerations,” and the
like.

Examples of cases where linear homogeneous estimating relationships
have been used in the past are:

1. Personnel pay and allowances cost as a function of number of
personnel.

2. Construction costs for a given type structure as a function of square
feet.

3. Facilities maintenance cost as a function of facilities initial invest-
ment cost.

We should also point out that most rule-of-thumb estimating relation-
ships are in effect linear homogeneous functions. In the example at the
beginning of this chapter we presented an illustration of such a case. On
the basis of experience, Mr. A felt that the manufacturing cost of fabri-
cating product X was about $2 per pound, at least over the range of 2 to 8
pounds.

This rule-of-thumb statement may be formalized in the form of a linear
homogeneous function. We can write, for example:

C=2W, A3)
where

C = manufacturing cost of product X in 1968 dollars,
W = weight of product X in pounds over the range W = 2to 8.

While equation (3) is a formal statement, it is not an estimating relation-
ship derived on the basis of a very formal analytical procedure - like a
statistical least-squares curve-fitting method, for example.® However, an

¢ Regression analysis refers to the statistical measurement of the relationship between
the dependent variable and explanatory variables, and to the determination of
quantitative measures of the reliability of that relationship. (For example, see Spurr and
Bonini, op, cit., pp. 554, 563.)

? For examplie, a provisioning policy decision may be in effect which says that initial
inventories of major equipment spares and spare parts are to be 20 percent of major
equipment investment cost. If it is felt that this policy will hold for future equipments,
then the estimating relationship for initial spares is C, = .2/,, where C, = cost of major
equipment initial spares and spare parts and /, = initial investment cost of major
equipment.

8 For a discussion of the method of least squares, see Spurr and Bonini, op. cit., pp.
553-561. In the case of a linear relationship between two variables, the least-squares
method results in a “best fit” to the data in the sense that the sum of the squared
deviations from the relationship is smaller than it would be for any other line.
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estimating relationship need not necessarily be derived on the basis of
formal statistical analysis to be useful, at least for some purposes.

Rules of thumb obtained from an expert's opinion may be useful
provided that the expert has the necessary experience and judgment.®
Similarly, the opinions of several experis may be sought, and the results
averaged together to form a “collective opinion,” rule-of-thumb reiation-
ship. Several promising experiments are now under way to test this
procedure.!®

Another frequently used simple linsar form is the two-variate case in
which the location coefficient is not equal to zero:

We shall discuss this functional form in the context of a scatter diagram.
In two-dimensional cases, the use of scatter diagrams can be very useful
in deriving estimating relationships. An example is portrayed in Fig. 6.3,
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Number of operational personnel (thousands)
Fig. 6.3 — Support personnel versus operational personnel for weapon systems of type A

® The use of rules-of-thumb relationships obtained from expert opinion may be
particularly useful in cases where the cost analyst does not have sufficient time to conduct
a formal empirical investigation, or where expert opinion in certain technical areas is
needed to help formulate initial hypotheses to be tested in subsequent formal statistical
analyses.

19 Most notably, the work of N. C. Dalkey and others at Rand on the Delphi technique.
(See N. C. Dalkey, Delphi, Paper P-3704 (Santa Monica, Calif.: The Rand Corporation,
October 1967).]
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where number of support personnel is plotted as a function of number of
operational personnel for a certain class of weapon systems. Visual
inspection suggests that support personnel might weli be estimated as a
linear function of operational personnel. If we draw in a free-hand curve,
the result may be something like that shown in Fig. 6.4.
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Number of operational perscnnel {thouwsands)
Fig. 6.4 - Support personnel versus operational personnel

Moie formai methods may, of course, be used ; for exampie, mechanicai
curve-fitting techniques (like least squares) or normal linear regression
analysis.'! If the latter were applied to our sample contained in Fig. 6.3,
the results would be like those portrayed in Fig. 6.5. Here, in addition to
the regression equation S, = 1,793+0.25 O,, certain statistical measures
of uncertainty have been computed and taken into account. These help
the user in forming judgments about the reli~bility of the estimating
relationship.

Step Functions

The types of estimating relationships discussed so far imply a continuous
relationship between cost and the explanctory variable. This, however,
need not be the case. Cost can be at a constant level over a certain range of

1 See Spurr and Bonini, op. cir., pp. 563-571. In a normal linear regression analysis,
the distribution of the points above and below the regression line is assumed to follow
a normal curve.
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95% prediction intervo!

Sp = 1793 + 0.25 Op

Standard error of estimate = 251
Cosfficient of correlotion = 0.68
Coefficient of variation = 0.1C

1 | L 1 I

1 2 3 4 5 [

Number of operational parsonnel (thousands )

Fig. 6.5 -- Support personnel (S,) versus operational personnel (O,)

the explanatory variable, then suddenly jump to a higher level at some
point and remain constant for a time, then jump to another level, and so
on. This kind of relationship is known as a *‘step function.”

Step functions may be presented either in tabular form or in terms of a

Cost

S

N

x2

Explanatory voricble
Fig. 6.6 - Illustration of a step tunction
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graphical display. The laiter is illustrated in Fig. 6.6. These types of
functions can ixe especially useful in portraying the cost behavior of
support activities which come into existence in *““‘chunks”™ as, for example,

the size of a combat force is increased.

A e i L TR i e b

Multivariate Functions
Cost cannot always be explained adequatcly in terms of one explanatory

variable. Very often, therefore, estimating relationships will take the form
of multivariate functions (that is, estimating equations having more than

one explanatory variable).
Examples of areas where multivariate estimating relationships have been

developed in the past are:
1. Navy ship investment cost as a function of full load displacement,
speed, and unit quantity of ships produced.
2. Navy ship maintenance cost as a function of full load displacement

and type of power plant.

3. Army helicopter airframe cost as a function of helicopter spce
and airframe unit weight (for a standardized quantity).

4. Phased array radar investment cost as a function of number of
transmitting clements, average radiated power output (watts), '
number of receiving eleraents, number of dummy elements, and i
number of targets tracked.

5. Aircraft maintenance cost as a function of aircraft gross weight,
speed, and activity rate (flying hours).

Some multivariate estimating relationships are linear in the explanatory

variables. An example is the following:
C, = 16+0.050.X, +0.082 X3, (5)

R shen Ml s b 1 bt AT e

where
C, = depot maintenance cost per flying hour (in 1958 dollars)!'? for

aircraft of type a,
X, = aircraft level-off production cost (in thousands of 1968 dollars),

X; = aircraft combat speed (in knots).

In many instances, however, linear functions are not appropriate.'* One
nonlinear form that is often used is the exponential function:

'2 This means that the data base underlying the estimating relationship is to be

“notmalized’ for price level changes, with 1968 taken as the base year.
13 Linear functions may also be inappropriate for the two-dimensional case discussed

previously. Examples cf nonlinear forms involving one explanatory variuble are:
Y=aX?and Y=a4 f, X+ 8, X3
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Y =aXf X8, X4 (6)

This form is particularly useful in estimatiag the cost of major equipment.
A specific example is the following:

T = 0.123(WO-B4)S" O R"40), )

where

T = number of hours required to provide tooling for a production rate
of R aircraft airframes per month,

W = aircraft gross takeoff weight in pounds,

S = aircraft maximum speed in knots,

R == production rate in airframes per month.

The Data Problem

As indicated in the introduction to this chapter, one of the most vitally
important steps in the derivation of estimating relationships is to assemble
an appropriate data base. No amount of sophisticated statistical analysis
can compensate mus h for gross inadequacies in the data base.

Since the data problem is funoamental, military cost analysts typically
devote a considerable amount of their time to collecting data, to making
adjustments in the raw data to help cnsure consistency and comparability,
and to providing for proper storage of information so that it may be
retrieved rapidly when it is needed. In fact, of the total time involved
the process of developing estimating relationships, mcre effort is typically
devoted to the assembly of a consistent data basc than t0 anyihing eise.
With the appropriate information at hand, the analytical task of deriving
estimating equations is often relatively easy, given the kit of analytical
tools and powerful computational devices now available.

Why Is There a Data Problem?

The reader may well wonder why the data problem is so severe. After all,
the Department of Defense has been developing information systems and
collecting ¢ huge volume of data in numerous areas for many years. And
contractors in the aerospace industry have been doing the same thing.
How could there be a data problem?

14 The parameters (« and the §'s) may be estimated by performing a !logarithinic
transformation on equation (6) &nd thus converting the problem to one of normal linear
regression. Or, by using special techniques, the parameters in (6) may be estimated
directly. See C. A. Graver and H. E. Boren, Jr., Multicariate Logarithmic and Exponential
Regression Models, RM-4879-PR (Santa Monica, Calif.: The Rand Corporation, July
1967).
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This is a lcgitimate question, which has several answers. Here, we shall
try to select a few of the more important ones.

Information in the Wrong Format. Information systems i, the Depart-
ment of Defense and thc acrospace industry have indeed generated a
tremendous amount of data. In many instances, however, these data are
not in an appropriate format to be very useful in a military cost analysis
activity serving the long-range planning process.

The main reason for this is that these information systems were estab-
lished primarily to serve the needs of managers of functional areas of
operational activity (such as maintenance or supply), of managers
responsible for fiscal integrity or fiduciary accounting requirements
(*‘keeping hands out of the till), of managers concerned with critical
resource items across the board (for example, personnel), of budgeteers
concerned with the coaventional budget, and the like. In short, the
orientation of a large number of past and existing information systems is
toward the input side per se, with little or no provicion for making
meaningful transiations reflecting impacts on what we have called output-
oriented packages of military capability.!®

The “Maiching Up” or Integration Problem. Particularly when the
objective is to derive estimating relationships, the analyst must not only
collect historical cost data in the right format. He must also obtain infor-
mation on quantities, nhysical and performance characteristics, activity
rates, and other types of cost-generating variables — all of which must be
matched specifically to the cost data points.

Sometimes this is difficult because information on the cost-generating
variables must be extracted from different sets of records than those
containing the cost data. And dittering sets of records are often compiled
on uiiferent principles involving lot size, time period covered, or the like.

Qiffrences in Definitions of Categories. A different, though equally
common, kind of *“‘matching up" problem occurs when the definition of
ths content of categories in the input structures set up for the cost analysis
fails to correspond to the definition of analogous categories in the existing
data and infcrmation collection systems.

As we pointed out in Chapter 5 in discussing input structures, it is not
possible to set up an input structure that will simultancously meet the
requirements of cost analyses in support of long-range planning and be in

13 The suggestion is often made that the analyst who probes the data base at successively
greater levels of detail will eventually find the kinds of identifications he needs. Some-
times this is true. On the other hand, he is likely to find that if an information system is
structured in terms of, say, “object classes,” then going into more detail simply yields
greater amounts of information in the same terms (object classes).
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132 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

complete harmony with existing data systcms at any point in time.
Differences in definition of certain categories in the input structure and
their counterparts in the existing data base are therefore bound to be
present and to produce difticuiiics for the cost analyst. He will often have
to adjust the raw daia to correct for these differences in definition.

The Influence of Temporal Factors. Historical data are, of course,
generated over time. This means that numerous dynamic factors will
influence the information being collected in a certain area. First of all, the
information collection systems themselves have a habit of changing over
time ~ for example, the appropriate definition of the content of various
categories being used to accumulate the historical data may change as the
system evolves. Similarly, in the case of financial data, price level changes
will occur and be refiected in the information being collected over time.

In addition to these types of temporal consirierations is the important
fact that, for the most part, the Department of Defense deals with a rapidly
changing environment, both in hardware and in organizational and
operational concepts. Almost by definition this means that even with a
near-perfect information collection system, only a relatively small sample
of data can be generated for a given c¢ra ¢r class of technology. In the
equipment area, for example, the analyst is lucky if ke can obtain 15 or 20
good data points for a certain class of hardware. He is more likely to have
less than half that number.

By the nature of things, therefore, the analyst is all too often in the world
of extremely small samples. As all good statisticians know, this poses real
problems in our attempts to develop statistically sound rclationships which
will permit us to project forward to military capabilities in the distant
future.

Comparability Problems. Implied in much of the previous discussion is
the need for comparability among various case histories in a given data
base. Comparability problems abound — some of them not yet menticned.
For example, the effort to collect data on a certain class of equipments
from more than one Service typically gives rise to what might be called the
“interservice comparability’” problem. While several attempts at standard-

1 i : ~ anrs 16 mrm ara oaill o lfian
izatiop have been made in recent ycars, there are still significant

differences (definitional and otherwise) in the systems used to collect
information in the Army, Navy, and Air Force, or indeed even within a
given Service. Moreover, we have differences in the accounting systems

1% In the equipment area, the Department of Defense’s new Cosr Information Reporis
(CIR) for Aircraft, Missile, and Space Systems represents a serious attempt to deal with
the comparability problem. It also attempts to correct other deficiencies: for example,
the “matching up” problem referred to previously.

K



s o,

ESTIMAT1G #ELATIONSHIPS 133

among the contractors serving the Department of Defensc. Al of this
means that more often than not the cosi analyst will find himself in a

position of having to make adjustments 10 ccrrect for noncomparabilities
in the data base.

Dealing with the Data Problem

Although the discussion of problems concerning the data base s by no
means complete, it should convince the rcader that there is such a thing
as a aaia problem. The question now is: WWhat can be done about it ?

At first thought, one might be tempted to say: “If there is a data problem,
let’s solve it once and for zll by ecxtablishing :he information collection
systern to meet all our needs.” Is sach a thing feasit'>?

We think not, for several reasons. Some of the n:cre important are the
following:

1. Ccst anaiysis problems in support of systeis analyses typically vary
considerebly from one study to another. The recuirements for sstimating
relationshins ~ and hence data ard information requivements - are not
constant over time, or even {or a given small interval of time !n short, the

- > analyst wko is working ia support of the long-range plenning process
»ot specify his information needs ‘“‘once and for aii.” Hence the
-mpotsibihity of establishing a universal, all-purpose information system.

<. Even if something approaching such a system could be created, we
would still 1ave t¢ woity about economics. Large information systems -
especially those designed for complete enumerations — are very expensive
This posss a systems analysic problem in: itself. Would the large incremer.al
cost of a new “‘complete’ information cystem e justified in terms : " the
benefits to b= derived — particularly in the long-range planning context,
where high precision in an absolute sense is usually not a prime reguire-
ment ? The answer is prohably *no.”??

3. in addition, there is the problem of small samples, which arisss from
the fact that the Department of Defense has to deal with a rapidly chang.ng
technology. As indicateG previously, this means that in many instances
only a relatively smail number of observations will be available for a

certain ¢ra or cless of technology. Here, even a near-perfect information
system cannot increase the sample size.

Where does all this leave us? On the one hand, a strong argument has
been advanced for the importance of un appropriate data base. On the
other hand, tryiug to solve the problem once and for all does not seem
feasible, at least in 2 jencral sense. Fortunately, however, there are manyv

17 As will be pointed ov¢ later, there are alternatives to complete enumerz‘ions on a
securring basis.
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134 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

rcasonablc aliernatives to establishing fully comprehensive information
systems. Let us consider some of then..

Use of Ad Hoc Sample Surveys. One possibility that could be given more
attention than it has received in the past is sampling, or something akin to
sampling. This can be an inexpensive way of obtaining information that
may be very useful in deriving estimating relationships for use in long-
range planning studies.

Suppose, for example, that the cost analyst is faced with the problem of
developing output-oriented estimating relationships for some functional
area like maintenance or supply. Suppose further that the existing cost
accounting systems accumulate historical cost data in categories such as
labor, material, and overhead, and that no provision is made for identi-
fying these costs with end-product packages of military capability (for
example, weapon systems). Conceivably one solution would be to overhaul
the entire formal accounting system to accumulate historical cost data in
the desired form. This, however, could be very expensive, and ccnsiderable
time would have to elapse to permit design, test, and implementation of the
new accouating system.

An alternative would be to select a few representative cost categories in
the current format and to establish for perhaps a month or two a “ticket-
fus” system to accumulate costs in terms of weapon systems. (Such an
t+--angement would be supplementary to - and hence would not disturb -
the existing formal accounting system.) This approach has been used on
numerous occasions in the past, and the results have been good - at least
for the purpuse of deriving estimating relationships for long-range plan-
ting."® In any sveni, sampling procedures seem worthy of consideration
as an alrernative to establishing new complete enumeration systems across
the board.

Techniques for Assisting in Handling the Small Sample Problem. We
have indicated that the military cost analyst very often finds himself
confronted with small samples. Can anything be done to help ease the
problems that attend this fact ? Let us consider two possibilities.

1% The author has conducted simple tests in several instances where complete enumera-
ti ..s were available. The procedure was as follows: Take the complete enumeracion as
a data base and, using regression analysis, derive an estimating relationship - say
C = a+8X. Then take random samples of 15 or 20 observations from the complete
enumeration and derive similar relationships on the basis of these sample data bases.
Then test the resulting estimates of « a1d 8 against the values obtained from the complete
enumeration to see if there is 2 significant difference. In about 90 percent of the cases
examined, no significant difference existed (at the 0.05 level) between estimates of the
regressior. corfficients obtained from the small samples and those obtained by using the
comgplete enumeration as a data base.
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The first is extremely simple, but it can help a great deal. Particularly
in deriving estimating relationships for use in long-range planning studies,
the cost analyst should not necessarily restrict himself to the historical
record in assembling his data base. In many cases he should seriously i
consider increasing the number cf observations by including appropriate
data points based on estimates made by experts for the very near-term
future, or by taking advantage of certain kinds of qualitative information.

Suppose, for example, that we have only four data points available from
the historical record. (See Fig. 6.7.) Suppose further that the analyst must
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Fig. 6.7 - Small sample illustration i
Ti derive an estimating relationship which will help him project beyond the

range of the historical sample (beyond the value X, of the explanatory
variable). On the basis of the four data points alone, it is not very clear
what kind of relationship between C and X should be postulated. For
example, the curves AB and CD in Fig. 6.8 would seem about equally
plausible. Here is a case where the cost analyst should probe further and
attempt to get some sort of additional information (either quantitative or
qualitative) t> help him make an informed judgment. After further
exploration, for exaraple, he might be able to find two more data points in
the form of estimates for the near future made by reputable experts in the
field under consideration. If the methods used to make these estimates
seemed trustworthy. the cost analyst might decide to use them to supple-
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Fig. 6.8 ~ Small sample illustration: Some plausible estimating relationships

ment his historical data base, with results like those shown in Fig. 6.9,

which suggests the appropriateness of a linear hypothesis as a basis for
projecting out to the vicinity of x, .
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Let us assume, however, that our cost analyst wants still further
substantiation — if possible. Recalling that in his initial search for an
appropriate explanatory variable he had talked tc engineers who were
experts in designing the type of system he is investigating, he decides to
consult with them again in the hope of obtaining some other evidence to
help him establish the linear hypothesis. This discussion — though largely
qualitative — is persuasive; he thus obtains further reason to believe that
projections for large values of the explanatory variable X should be made
on the basis of a linear relationship between C and X.

This simple example illustrates two peints about how one can deal with
very small samples: (1) Under certain conditions the size of the sample can
be increased by judiciously using estimates for the near future to supple-
ment the historical data base; (2) It may be possible to use qualitative
information to assist in deciding what kind of estimating relationship is
most appropriate.

As another example, let us consider a case where the sample is very
small and we seek to gain additional information by lowering the level of
aggregation one notch.

In analyzing the cost of major equipment, cost-quantity relationships
are very important. As the cumulative number of units increases, unit cost
usually declines.'® Suppose that we are interested in a certain type of
airframe (call it X) and that we have only three data points. (The log-log
plot of the data base is shown in Fig. 6.10.) No other points are available
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Fig. 6.10 - Airframe X: dollars per pound vs. cumulative urit nu'nber 1
>
b
%
' For a thorough treatment of cost-quantity relationships, see Harold Asher, Cost- *
Quantity Relationships in the Airframe Industry, R-291 (Santa Monica, Calif.: The Rand -
Corporation, 1956). ~
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138 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

for this airframe, not even through the rathcr primitive techniques we have
Just described. But assume that the cost analysis is part of a systems analysis
study in which large numbers of airframe X - 1,000 or more ~ are being
considered. Should the analyst simply assume a log-linear relationship,
connect his three data points, and extend the line out to cumulative outputs
of 1,000 or more? Most probably not. An experienced analyst knows all
too well the dangers of mechanical extrapolation, for reasons involving
scaling factors and other considerations as well.

Since the sample size cannot be increased, what can be done? One
possibility is to see if additional information can be obtained by dis-
aggregating. Suppose that our cost analyst goes back to the original data
source and finds that additional detail is in fact available - perhaps a
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Fig. 6.11 - Airframe X: dollars per pound vs. cumulative urit number

breakdown of the total airframe in terms of labor, materials and overhead.
A plot of such data is shown in Fig. 6.11. This slight addition to the data
base immediately provides useful insights into the projection problem. If
we assume log-linear relationships for the components (labor, material,
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and overhead),® it is obvious that on the basis of the available information
the total curve cannot be log-linear when projected out to large cumu-
lative unit numbers because the materials curve has a significantly different
slope than the labor and overhead curves.&!

If the curves in Fig. 6.11 are extrapolated out to cumulative unit number
1,000, as in Fig. 6.12, and their influcnce is taken into account, the total
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Fig. $.12 — Proiection for airframe ¥

cost curve assumes the shape indicated. Here it is clear that the cost

analyst has benefited from the information obtained by disaggregating

i one level in the data base. Merely extrapolating out to cumulative output

1,000 on the basis of the three original data points no longer seems

! appropriate. The difference between the two curves increases still further
for cumulative unit numbers beyond 1,000.22

Although going into slightly more detail can thus help in cases invoiving

i~y

3% In general this is not necessarily a good assumption; but we shall use it here to
keep the example simple. The argument is even stronger if the component curves are
assumed to be convex on logarithmic grids.

21 If the component curves are linear but nonparallel, the total curve (sum of the
components) must be convex on logarithmic grids and must approach as a limit the
flattest of the component curves. (See Asher, op. cit., pp. 70-/2.)

32 In the study that provides the basis for this example, the difference was only about
$1.50 per pound at cumulative unit number 1,000. At cumulative output 5,000, however,
the differeiice between the linear projection and the nonlinear total curve was about $3
per pound.
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very small samples, it would be a mistake to generalize from our exanle
and conclude that in all (or even most) instances the assembly of 8 m:re
and more detailed data base will, in itself, make for better understending
of the problem.

The Use of Experiments to Broaden the Data Base. Sometimes the cost
analyst finds that there is simply a void in the existing data base. This is
likely to be the case when the planners are considering new proposals for
distant fuiure military capabilities that require major equipments or cpers-
tional concepts marked!ly different from those of the past and the present.

In some instances existing estimating relationships can be used to
conduct simulations which will furnish a first approximation to the cost
of such capabilities, In other instances, however, the cost analyst cannot
assume that the structural parameters in the existing set of estimating
relationships are appropriate for the new military systems being considered.
He must therefore develop new relationships, or devis¢ techniques for
adjusting the present ones. But how does he do this if the necessary data
base does not yet exist ? One possibility is to see if any relevant experiments
are being conducted pertaining to the subject at hand, and if not, te iry
to initiate such an experiment. Let us consider two examples.

A number of years ago, military cost analysts were confronted with the
task of estimating the cost of the first generation of proposed stainless-
steel airframes for the mid-1960s. These propesals usually required ra‘her
extensive use of stainless-steel honeycomb paneling, the production of
which would involve a significant advance in the manufacturing state of
the art. The historical data base at that time was, of course, confined almost
eniireiy to ths expericnce accumulated in producing aluminum airframes,
and little was known about the fabrication costs of stainless-steel honey-
comb panels - particularly, large panels.

In talking to the aerospace contractors who were wanting to build
stainless-steel airframe structures, the cost analysts found that one of
them was conducting a rather claborate experiment. A special shop had
been set up to explore a variety of manufacturing operations on aluminum,
stainless-steel, and titanium structures. Taking aluminum as the base case,
the objective of the experiment was to determine the probable incremental
labor costs involved in working the other two materials for a representative
sample of various types of manufacturing operations. Armed with data
from the experiment, the cost analysts were then in a position to devise
techniques for adjusting the historical data base (aluminum experience) so
that it would be morec appropriate for dealing with the stainless-steel
airframe problem.

In visits to still other contractors’ plants, the cost analysts found that
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scveral werc experimenting with the construction of stainless-steel honey-
comb paneling. In sessions with the people conducting these operations
the analysts obtained a wealth of information (both quantitative and
qualitative) about how honeycomb cost might vary with the size and shape
of the core cell, the shape and size of the panel, the number of panel inserts,
and the like. As a result, they were able to improve considerably their
ability to estimate the cost of stainless-steel airframes. The expenditure of
time and travel budget on field work paid off well.

As another example, let us consider a problem in estimating the cost
of an operational concept - specifically, the cost of alert capabilities for
weapon systems in peacetime. Several years ago, force planners were
considering the possibility of placing certain future weapon systems on
much higher degrees of peacetime alert than was then the case in the
operational forces. Naturally they wantied the cost analysts to estimate the
incremental costs associated with varying levels of alert posture. They soon
found that the existing formal data base did not contain much information
that would be very helpful in devising estimating relationships for this
problem.

The analysts decided to do some survey and ficld work. They found that
one of the military services was about tc launch a field exercise (experi-
mental test) involving an existing weapor system to see what levels of alert
might be feasible in an operational sense. At that time there was no plan to
observe and record systematically what the incrementsal resource require-
ments were for the various degrees of alcrt cailed for in the test. The cost
analysts suggested to the exercise director that this might be a good idea.
Hc agreed and told the cost analysts to design and conduct that part of
the expeniment. They did so, and as a result obiained a wealth of quantita-
tive and qualitative data that helped a great deal in solving their problem.
Again, the investment in field work paid off. The then existing historical
data base was supplemented substantiaily.

Making Adjustments to the Raw Data Base. To be usable to the cos:
analyst, data must be consistent and comparabie. Yet often they are
neither. Hence, before estimating relationships can be derived, the raw
data have to be adjusted for such things as price level changes, definitional
differences, production quantity differences, and the iike.

This book is not the appropriate place for a detailed discussion of
techniques used in making adjustments ¢c the data base. However, we do
want to make a few remarks about the problem, and at the same time to
stress the fundamental importance of developing a reasonably consistent
data base as the necessary first step in the derivation of estimating
rclationships.
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Usually, in dealing with the data adjustment problem no decp conceptual
issues are involved, and the procedures uscd are fairly straightforward,
though often time-consuming. For example, in normalizing the data base
for price level changes, the analyst must seck out (or construct) the
appropriate price indexes,?* adjust them to the desired base year, and then
“deflate” the observations in the data basc.?* The result is that the data
points are expressed in terms of base year *‘constant’ dollars.

Similarly, adjustments for definitional differences are usually simple in
principle, although somewhat tedious in practice. The following is an
illustration of what might be expected: a cost analyst may be examining
data in the hardware area from a sample of some 15 or 20 observations
and discover that the cost element “‘quality control” 1s missing for some
of the earlier case histories. He may conclude that no quality control was
exercised back in the 1950s, or that this function is included in some other
cost element. The latter is correct, of course. Traditionally, quality control
was carried in the burden account, and it was only in the late 1950s that it
began to appear (at the request of the Department of Defense) as a separate
element. Hence to use historical cost data on equipments built prior to the
change, some portion of overhead cost has to be converted to quality
control in order to have a consistent and comparable data base for the
development of estimating relationships.

Making such an adjustment is seldom easy, but the return can be
substantial. One way to view the payoff is in terms of the benefits derived
from increasing the size of the data base (the sample size). Without the
adjustments, the data points in qucstion could probably not be cluded
in the data base because of noncomparabilities, inconsistencies, and the
like. By putting forth the effort to make appropriate adjustments, the
unalyst in effect increases his sample size. And in a world of very small
samples, increasing the data base by even a few observations can have a
high payoff in terms of increasing the reliability of estimating relationships.

Summary Comment

Rather typically, cosi analysts working as an integral part of a systems
analysis activity spend at least half their time struggling with the data
problem. In this section we have tried to convey some flavor of the total

23 Sometimes this can be quite difficult, even when various data sources for the purpose
are available, such as Employment ard Earnings and Wholesale Prices and Price Indexes,
both published by the U.S. Bursau of Lator Statistics.

34 Index number theory and the process of statistical deflaticn are discussed in most
standard texts on statistical analysis. For example, see Williarn A. Spwrt and Charles
P. Bonini, Sratisiical Analysis for Business Decisions (Homewood, Ill.: Richard D. Irwin,
Inc., 1967), Chap. 18 and pp. 471-73, 496.
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problem and some notion cf the types of techniques that may be employed

to solve it. Basically, however, what is required is ingenuity, persistence,
and just plain hard work.

Derivation of Estimating Relationships

As thie discussion has suggested, estimating relationships may be derived
in various ways, using a wide range of analytical techniques. The derivation
process itself may be described from a number of points of view, no one
of which can be labeled as “‘best” for all circumstances.

From a conceptual standpoint the derivation of estimating relationships
may perbaps best be viewed as a process involving the testing of hypotheses.
This implies that the cost analyst should start out by developing a theory
about the possible generators of cost for the particular activities, equip-
meants, or facilities under consideration. Then certain hypothesis can be
formulated and tested in light of the available data base. Usually, numerous
iterations are required in the testing process before the preferred relation-
ships are determined.

This approach is in marked contrast to one which is all too common
today: the purely empirical approach. By *‘pure empiricism’ we mean the
following. The cost analyst rather arbitrarily assembles all the data he can
find which have anything whatever to do with the problem. He then feeds
these data into a computerized correlation program and determines that
statistical relationship which has the highest correlation coefficient. If he is
lucky, he may wind up with a statistically sound estimating relationship,

but the chances are against such an outcome. It is much more likely that
he will come vp with a nonsensical result. For example, he may derive a
multivariate estimating equation having a coefficient of multiple correlation
equal to 0.99, but at the same time having certain regression coefficients
which are of the wrong sign or not significantly gr:2ater than zero.

In arguing against ‘“‘pure empiricism” we are not arguing against the
appropriate use of quantitative methods in the process of deriving esti-
mating relationships. The point is rather that statistical methods should
not be applied mechanically, and not without having first done the
necessary homework to be able 1o siruciure ihe problem and to formulate
hypotheses to be tested. This homework may take many forms, depending

upon the problem. It may, for example, involve trips to the field or to
manufacturing plants to observe certain types of operations; it may
involve discussions with design engineers, engineers concerned with the
state of the art in manufacturing, and with persons in charge of running
certain types of field activities; it may involve reading the technical
literature in certain hardware areas. Without engaging in this type of
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preliminary work, the cost analyst is not likely to be in a very good
position to derive meaningful estimating relationships,

A Simpie Example

Let us consider a simple example to illustrate some ot the main characteris-
tics of the ““testing of hypothescs™ approach to the derivation of estimating
relationships.

Suppose that Mr. A 1 cost analyst, has the problem of developing a
generalized estimating relationship for the maintenance cost of a certain
class of major equipments to be produced in the future. Not being very
familiar with these equipments, he reads the limited amount of literature
that is readily available and talks to some of his colleagues about the
problem.

On the basis of this brief preliminary investigation, Mr. A begins to
feel intuitively that a certain explanatory variable (call it x)?° might
appropriately be included in the required maintepance cost estimating
relationship. Somewhat against his better judgment, Mr. A decides to
forgo any further background research and to go ahead and attempt to
derive an estimating relationship for maintenance cost (¢) as a function of
explanatory variable x.

From his knowledge of the subject so far, Mr. A sees no reason why he
cannot postulate a linear relationship between ¢ and x. His preliminary
hypothesis is, therefore:

c=a+fx.

Mr. A now proceeds to colledt historical data on ¢ and x from past and
current operations involving maintenance on major equipments which are
analogous to those being postulated for the future.?¢ He then makes the
necessary adjustments to the raw data (for example, price level adjustments)
and winds up with a reasonably homogeneous data base consisting of 15
observations.

Before attempting any statistical curve fitting, Mr. A decides to make a
simple plot of the data in the form of a scatter diagram. The results arc
porirayed in Fig. 6.13. Since the available data base does not seem to
indicate any systematic relation between ¢ and x, Mr. A begins to doubt
his original hypothesis. He decides to reject it, to go back to the beginning,
and to do a considerable amount of additional background research.

3% This might be, for example, a performance or physical cheracteristic.
26 As umplied by our discussion of the data problem in the preceding section of this
chapter, assembling the data base can be a laborious underiaking.
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After further reading of the literature, Mr. A vicits several installations
currently performing maintenance on cquipruents analogous to those being
projected for the future. He observes tiese operations, talks at length to
the people in charge. and examines some of the data made available to him
at each installation.

It soon becomes apparent that variable x is indeed not likely to be a very
significant determinant of maintenance cost. Furthermore, in view of the
opinions expressed by the maintenance supervisors, and otancr information
as well, it becomes evident that variables w and y shon!d & very gsod
candidates for inclusion in a generalized mair:enance cost sstimating
relationship, and that variable z might be a possibility.

Mr. A decides to test thewe hiypotheses. He therefore arranges with the
people at the several mnaintenance installations to help him with the data
collection probiem. They make their records available and suggest contarts
at other inste)lations. They also provide information which will be helpful
in making adjustments for inconsistencies and noncomparabilities in the
raw cata.?’ The end result is that after a considerable amount of work, Mr.

27 We must ~arn the reader that th'ngs do pot often go as smc othly as this in the real
world!
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146 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

A is able to assemble a rcasonably consistent data base containing 20
observations for the variables c, w, », and z. He is now ready for the next
rcund in his hypothesis testing exercise.

At this point Mr. A hes several hypothesis to be examined:

Hy:e=f(w,y,2)
Hy:c =g(w,y)
Hy:c = h{w, z)

H4' = i(";', Z).

He realizes, of course, that a two-variate function - for example, ¢ = j(w) -
might turn out to explain variations in ¢ just as well as the functions listed
above.?® This possibility, therefore, is to be ieft open, even though the
background research at the field instailations suggests that an appropriate
estimatiag equation sheuld contain w and y, and possibly z. Similarly, H,
and H, are to be tested, 2lthcugh the u priori evidence implies that they
are iikely tc be weaker than H, and d, .

Mr. A decides not to specify the functional form just yet. His observa-
tions and discussions with maintenance experts at the field installations
suggest to him that a linear hypothesis might be as appropriate as anything
else, but he prefers to decide this laier.

As a first pass at the problem, Mr. A constructs several scatter diagrams
plotting ¢ v¢. w, ¢ vs. ¥, and ¢ vs. z. (82¢ Figs. 6.14 to 6.16.) The impressions
formed as a result of the visits to maiatenance activities in the field tend
to be substantiated by these plots. Expl.natory variables w and y appear
promising, z seems doabt®l, and a linear hypothesis looks about as good
as any alternative.

Since he has a fairly gocd data base consisting of 20 otservations,?? Mr.
A. decides to proceed with a formal regression analysis.'® The specific

2% Here we are using “explained variation” in a statistica! sense.
29 In many areas of application, 20 ~bservations would be regarded as a small sample.
In mulitary cost analysis for Jong-range planoing, .«owever, it is relatively large.
3¢ In the discussion to follow, it is necessary to use statistical concepts and to refer to
statistical techniques. Since this book is not a text on statistics, we cannot get into detail
regarding siwatistical methods. We shall, however, refer repeatedly to specific works in
the literature, so that readers interested in statistical matters may pursue a particular
suisject in depth.

A good rreatment of statistical regression analysis is contained in William A. Spuir,
ar.d Charl.s . Bonini, Statistical Anel;sis for Rusiness Decisions (Homewood, 1ll.:
Richard D. Irvin, Inc., 1967), Chaps. 22, 25.
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hypotheses to be examined are:

Hyic=a+fw+B,y+8;5z

RN

Hyic=a+p,w+B,y
Hy:c=a+p,w+8;2
Hy:c =a+B,y+8;32
Hs:c ==a+pw
He:c=a+8,y !
|
Hyic=a+p,z% |
®
- °
8
2 * e .
3 3 . o e o
g v
1 e %
° L ]
° e

Explanotory vorioble, w

Fig. 6.14 - Maintenance cost versus explanatory vanable, w

3 This notaticnal scheme does not assume that the cocTicienis are the same under all
hypotheses; for example, f8,, under H, # 8, under H,.

e e o s

) 2 i B S




S ———

T T

148 COST CONSIDERATIONS IN SYSTEMS ANALYSIS
, = . hd
~§ = [ J
N 8
4 . ° * o
: g .
g ° ) °
f.:: [ ]
$ « °
hd °
[ ]
[ J P [ ]
®

Explanatory variable, y
Fig. 6.15 — Maintenance cost versus explanatory variable, »

W
®
L]

. ¢ . o
s :
32 °
[ ]
[ ]
[ ] [ ]
L [ ]
[ ]

Explanatory voriable, z

Fig. 6.16 ~ Maintenance cost versus explanatory vanabie, z

N




ESTIMATING RELATIONSHIPS 149

Since a number of cases have to be computed, Mr. A decides to use 2
computer program’? to derive estimates of the coefficients in the several
regression equations and to obtain various statistical measures — for
example, standard errors of estimate, standard errors of regression
coefficients, and the like.®? Although the computer program automatically
calculates correlation coeflicients, Mr. A, being a good statistician, is not
preoccupied with them. He places particular emphasis on the standard
error measures and their use in conducting various statistical significance
tests.

For example, in looking over the standard errors of the regression
coeflicients, he finds that in all cases the standard error for f; is several
times the estimated value of f, itself. This raises some question about
whether the variable z should be includsd in the desired estimating
relationship. To check the matter further, Mr. A conducts a statistical
test (8 “‘t” test) on B, in all regression equations containing z as an
explanatory variable.>* In all cases the tests indicate that the value of g,
is not significantly greater than zero at the 0.05 level of significance.®*

Mr. A now decides to discard z as an explanatory variable, because:

1. The a priori information obtained during the visits to maintenance
installations in the field indicated that z was only a possible (but
not very likely) candidate,

2. The statistical tests corroborated the a priori notions.

As a result, hypotheses H, , H;, H,, and H, are rejected. This leaves I, ,
H;,and Hg .

Recall that the a priori information suggests rather strongly that both w
and y should be included in the desired estimating equation. This implies
that H, should be accepted and H, and H, rejected. Mr. A decides to try
to find statistical corroboration.

First of all he notes that the relative standard errors of estimate®® for the
regression equations in Hy and Hg are in both instances considerably
greater than that for the regression equation in H, . Also, in the case of the

32 One such program is the so-called BMD computer program. See ibid., pp. 603-608.

33 For a description and discussion of these measures, see ibid., pp. 561-563, 566568,
573-574, 599-603.

34 For a description of this testing procedure, see ibid., pp. 566-567, 602.

3 The significance 12vel of the test is the probability of making a Type 1 error - rejecting
a null hypothesis when it is in fact true. (See ibid., pp. 281-282.) In the example in the
text above, the null hypothesis is that #; (in the ‘‘population™) = 0. The alternative
hypothesis is f. (in the population) > 0.

3¢ This is cometimes called the coefficient of variation. It is defined as the standard error
of estimate divided by the sample mean of the dependent variable.
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multiple regression equation for H;, an analysis of variance indicates that
the incremental increase in explained variance attributable to the addition
of explanatory variable y is statistically significant at the 0.01 level of
significance.?’

As a result of these statistical corroborations of the a priori information,
Mr. A decides to reject Hy and H, and to accept H, tentatively. His
estimating relationship, therefore, is

c=a+pB,w+p,y. 3

Final acceptance, however, depends on further statistical testing. The

purpose of these additional tests is primarily to see whether the assumptions

of the regression model are reasonably well fulfilled in the problem at hand.
Among the more important of these assumptions are:*°

1. The residuals*® are independent,
2. The residuals are normally distributed,*’

3. The data points have a uniform dispersion about the regression
plane,

4. The explanatory variables are independent.*?

Mr. A decides to check his regression equation to see if the four
assumptions are met reasonably well. He makes the following analyses:

1. The observed residuals (the differences between the observed values
of ¢ and the values of ¢ computed from the regression equation for

37 This requires the use of a siaiistical testing procedure employing the F ratio. See
Taro Yamane, Statistics: An Introductory Analysis, 2nd ed. (New York, Evanston, and
London: Harper & Row, 1967), pp. 806-808. When F is significantly large, it can be
shown that the F-testing procedure is equivalent to a *'t”" test for the significance of the
regression coefficient of the explanatory variable in question (£, in our example above).
See ibid., p. 808. .

3% Here, 4, 3, ., and B, are the numerical estimates of the coefficients in the regression
equation.

3% See Spurr and Bonini, op. cit., pp. 601, 610.

4® The residuals are the deviations of the actual values of the dependent variable from
the true regression plane.

4! The normality assumption is not necdssary if one wishes only to estimate the values
of the regression coefficients. However, the assumption is necessary for making valid
significance tests ~ for example, *'t”" tests on the regression coefficients. It is also necessary
if one is to use the standard error measures to make valid statements about the reliability
of the regression equation, See ibid., p. 565.

42 This is the “collinearity™ problem. The net regression coefficients may be unreliable
if the explanatory variables are highly correlated. (For a good demonstration of why
this is so, see ibid., p. 610.) However, while collinearity affects the reliability of individual
components of the regression equation, it may not significantly reduce the predictive
capability of the fotal regression equation. (See loc. cit.)
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the observed values of w and y) are determined, and a statistical
test for independence is made.*? At the 0.05 significance level, the
hypothesis of no correlation among the residuals is accepted.

2. The observed residuals are plotted graphicauy and Mr. A concludes
that they approximate a normal distribution.

3. A “‘three-dimensional’ plot of the regression plane and the data
points is made,** and he concludes that the observations scatter
above and below the plane in a reasonably uniform dispersion
pattern.

4. A correlation of explanatory variables w and y is computed, and
the correlation coefficient is found to be not significantly greater
than zero.*® Mr. A thus also confirms the final assumption.

On the basis of these results, he concludes that the main assumptions of
the regression model are acceptably fulfilled. He decides, however, to make
one more check: a rough test of the estimating equation’s predictive
capability.

Somewhat by accident Mr. A happened to find two additional historical
cases. How well might his estimating equation do in “predicting” these
data points, which are not a part of his sample data base? He computes
estimates of maintenance cost (¢) for these two cases and finds the results
to be very close to the actual ¢’s. (The actual ¢’s are well within plus and
minus one standard error of estimate from the regression plane.) Since the
values of the explanatory variables w and y for the two extraneous cases
are within the ranges of w and y in the sample, this check is not a very
powerful one from the standpoint of predicting beyond the range of the
sample. It does, however, reinforce confidence that the estimating equation
is consistent with the existing body of information. Being able to test
predictive power heyond the range of the sample is something that the
analyst is rarely able to do. This is one of the reasons why extrapolating
beyond present experience requires caution. (We shall return to this point

later.)
Mr., A is now ready far tha lact cfap in the process f derivin

VA ) 4A%/3 LidWw RO OVw A VwwJ A S AA'!AAg an
estimating relationship: documentation of his work and storing it in the
estimating relationship data bank. Since others will be using his estimating
equation, it is very important that documentation be complete.

43 One such procedure is the Durbin-Watson test. See Yamane, op. cit., pp. 809-813.

4% For an example of such a plot, see Spurr and Bonini, op. cit., p. 592.

43 For a discussion of significance tests on the correlation coefficient, see Yamane, op.
cit., pp. 462-467.
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Mr. A prepares a report containing the following types of information:

. A summary of his background research, including information
about his trips to field installations and his initial impressions about
hypothcses to be tested.

2. A complete presentation and description of the raw data base and

the adjustments made to it.

3. A description of the hypotheses thai seemed worthy of serious
examination (H,, ..., Hy).

4. A description of the testing process itself, indicating the tests used
and the reasoning leading to the acceptance of H, and the rejection
of the alternatives.

5. A presentation of the complete set of statistical measures per-

taining to the accepted regression equation (all adjusted for degrees

of freedom*®). For example:

Standard error of estimate.

Relative standard error of estimate (coefficient of variation).
Standard errors of the regression coefficients.

. The Beta coefficients*”.

The equation for the standard error of forecast.*®

The coefficient of multiple determinatior and the coefficient
of multiple correlation.*?

™o a0 g

6. A listing of special caveats or restrictions that should be observed
by users of the regression equation.

Conimeints on the Example
In our hypothetical illustration things went fairly smoothly for Mr. A, at
least after his initial false start. For example, in his background research

4¢ The term “‘degrees of freedom refers to the difference between sample size and the
number of constants in the regression equation. (See Yamane, op. cit., pp. 391, 505-506.)
In our hypothetical example, d.f. = (20—-3) = 17.

¢ The Beta coefficients measure the relative importance of each explanatory variable in
influencing the dependent variable. (Sée Spurr and Bonini, op. cit., p. 603.)

4® The standard error of forecast (sometimes referred to as the “‘prediction interval®™)
represents a measure of the roral sampling error for any new observation. It is made up
of the standard error of estimate and the standard error of the regression plane. This
measure may be used to set up “‘confidence limits” about the regression plane. These
limits are nonlinear in that they get progressively wider as we move away (rom the point
on the regression plane determined by the sample means of the explanatory variables.
(See ibid., pp. 568-571, 602, 629-630.)

4® The coefficient of multiple determination is the ratio of explained variance to total
variance. The coefficient of multiple correlation is the square root of the coefficient of
multiple determination. (See ibid., pp. 600-601.)
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efforts he was quite successful in obtaining useful information which
enabled him to set up meaningful hypotheses to be tested. Also, he was
fortunate to get an acceptable solution to the data problem: a reasonably
consistent sample containing 20 observations. Finally, the end resultc were
fairly clear cut. The a priori information was corroborated by the statistical
analysis in such a way that it was possible to accept one hypothesis (H,)
and reject the others.

The reader should not gain the impression that things are always this
tidy in real life. They are not. However, the illustration was made
“optimistic” deliberately, in order to concentrate on several basic points
regarding the derivation of estimating relationships. The most fundamental
of these is simply this: The analyst should engage in the nscessary back-
ground research to enable him to set up meaningful hypotheses to be
iested. The choice of an estimating relationship should be based on a
combination of (1) the a priori information, (2) the results of the statistical
analyses. and (3) the exercising of good judgment in interpreting (1) and
(2). Derivation of estimating relationships should not be based on
mechanical statistical manipulations alone.

Other major points illustrated by the example are:

1. Once again, the importance of getting a reasonably good solution
to the data problem.

2. Explicit consideration of the assumptions underlying the statistical
model and the testing of these assumptions.

3. The desirability of attempting to check the estimating relationship
for cases outside the sample data base.

4. The importance of documentation.

5. Recognition that several types of analytical techniques may be
useful.

This last point deserves some emphasis. In the example, Mr. A used
methods from both ends of the complexity spectrum: simple scatter
diagrams and other graphical techniques on the one hand, formal re-
gression analysis on the other. There are many possibilities in between.
Although it would be inappropriate to attempt to describe them in any
detail in this book, we might simply list & few of them to indicate that the
analyst does not have to attempt formal regression in all instances. (For
example, in cases of very small samples, formal regression analysis usually
makes littie sense. Degrees of freedom could be very small, zero, or even
negative.) In addition to the graphical methods and formal regression
analysis uced in our example, the list of other techniques available for
describing relationships among veriables in a given set of data points
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154 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

includes many mechanical curve-fitting methods. Some of the more
important of these are the following:

1. Least squares. A variety of types of mathematical functions can
be fitted by using least-squares procedures.®® Some examples are:

Y=a+bX
Y=a+bX+cX?
Y=a+bX,+cX,+dX,
Y=a+bX,+cXi+dX,+eX?
1/Y=a+bX
log Y =loga+blog X

2. Simple methods for two-variate linear equations. Possibilities here
include:

a. The method of selected points.*!
b. The method of averages.*?
c. Freehand graphic methods.?

3. Special graphic and algebraic methods for multivariate funciions.
The principal types of procedures under this heading are:

a. The method of succetsive elimination, ¥4

L
b. The method of successive aporoximations f{or curvilinear
multivariate functions,*?
c. Nomographic msthods.*®

30 See Spurr and Bonini, op. cir., pp. 558561, 597-599, 635-637; and Mordecai Ezekiel
and Karl A. Fox, Meihods of Correlaticn and Regression Analysis (New York: John
Wilcy and Sons, Inc., 1959), pp. 61-63, 83-), 96-98, 170187, 206-208.

In many cases computer programs are available which may be used to assist the analyst
in his curve-fitting explorations. For exampie, se¢ W, J, Dixen (ed.), 5A D Biomedical
Computer Programs (Los Angeles: Hes!th: Sciences Computing Fuacility, University of
California, Los Angeles, January 1, 1964).

51 See Dale S. Davis, Nomography and Empirica! Equations (New York: Reinhold
Publishing Corp., 1955), pp. 4-6.

%3 See ibid., pp. 6-8.

33 See Spurr and Borini, op. cit., pp. 556-558.

$¢ An example for a 3-variate linedr function is presented in J'&id., pp. 594-597.

% For example, see Ezekiel and Fox, op. cit., pp. 210-245.

%6 For exampie, see Davis, op. cit., Chap. 8.




ESTIMATING RELATIONSHIPS 185

4. Special methods for fitiing a variety of nonlinear forms - for
example, alterations of fundamental forms, trigonometric func-
tions, hyperbolic functions, Gompertz equations, and so on.*’

Finally, to help round out our listing of alternative statistical methods,
we must briefly mention statistical procedures which are much more
complex than those discussed so far: the method of maximum likelihood
for estimating the parameters in a system of simultaneous equations, and a
variation of it called the method of reduced forms (*‘limited information,
maximum likelihood” method).® While these methods were developed by
econometricians for use in handling problems in the field of economics,
they may be applied in other disciplines as well. The military cost analyst
should at least know about them, even though in most instances he will not
be concerned with problems requiring their use.

The basic reason why these methods were developed can be illustrated
bricfly by the following model from macroeconomics:*®

C,=a+pY,+u 8)
Y=C+1, 9
I, = exogenous, (10)

where

C, = aggregate consumption expenditures in year ¢
Y, = nauonal income in year ¢
I, = aggicgate gioss investment n yew 7 (assumed {0 be
exogenous to the system)
u = a random disturbance with E(x) = 0,

E(uu_,)=0 forall r>0, E@u?)=o02%

a and § = p arameters, where f is the marginal propensity to consume.

37 Ibid., Chap. 3.

58 Qubstantive discussion of these methods is bevond the scope of this book. Interested
readers should refer to the econometrics literature. For example, Lawrence R. Klein, A
Texibook of Econcinetrics (Evanston, fl., and White Plains, N.Y.: Row, Peterson and
Compary, 1953), Chaps. 111 and IV,

3% Soe Lawrence R. Klein, Economic Fluctuations in the United States (New York: John
Wiley and Sons, Inc., 1950), pp. 7-8. This simple model is purely illustrative. The reader
should not form the impression that econometricians use models like this for anything
other than pedagogical purposes. For a recent example of a substantive macroecono-
metric model, sec James S. Duesenberry, Gary Fromm, Lawrence R. Klein, Edwin Kuh
(eds.) The Brookings Quarterly Econometric Model of the United States (Chicago: Rand
McNally and Company, 1965).

$° & denotes the operation of mathematical expectation, and o? is the variance of the
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156 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

Assume that we are interested in estimating the parameters @ and f from
a body of historical data. Can equation (8) be estimated by classical
regression methods in isolation from the rest of th2 system? The answer is
*no,” because Y, is not an independent variable. Y, influences C, and C,
influences Y,.*' Equation (8) does not refiect a one-way causal relation,
since Y, and C, are both endogenous to the system. Hence the need for
*simultaneous’ methods for estimating « and f in the context of the total
system of relationships. The method of maximum likelihood for estimating
the parameters in a system of simultanecus equations is designed for
dealing with this type of problem, such that consistent estimates of the
parameters may be obtained.?

In our example, the same result may be obtained by converting the
system to its ‘‘reduced form’: that is, by solving for the endogenous
variables in terms of the exogenous variable /,:

Y=t it an

I+ —. (12)

Here, we may estimate equations (11) and (12) by classical regression
methods, since Y, and C, are both expressed as functions of the variable
1,, which is “independent’ (exogenous to the system). When this is done,
the result is an estimate of 1/(1 —f) and a/(1 — f). Having an estimate of
1/(1-B), we can derive an estimate of f. the marginal propensity to
consume; and having also an estimate of a/(1 — f), we can then compute
an estimate of the location parameter a. These will be consistent estin_ites
of the structural parameters a and . In our example, the direct applicatic-

of the full maximum likelihood method would produce the same results
as use of the reduced-form procedure.$?

In summary, the main point is that in cases where an estimating relation-
ship cannot be regarded as “standing alone,” we cannot proceed dircctly
with classical regression methods of cstimation if we hope to obiain
consistent estimates of thc parameters. More specifically, unless we can

¢! If equation (8) were of the form C, =a+ fY,_, + i, then we could proceed directly
by using classical regression proocedures. In this case Y,_, is exogenous and hcnce an
independent variable for purposes of statistical estimation of a and 8.

2 An estimator 6 for a parameter 0 has the property of consistency if P(0— 8)— 1 as
the sample size approaches ©. That is to say, the estimate moves near th2 true parameter
value with probability approaching unity as the size of the sample increases without
limit. ¢

3 Klein, op. cit., p. 8.
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logically postulate a ““one-way’’ causal relation from explanatory variables
to the dzpendent variable, we should specify additional structural equations
or identities and then proceed with ‘‘simultaneous’ methods of estimation
~either the full maximum likelihood procedure or the reduced-form method.

Use of Estimating Relationships

When a good analyst talks about the use of generalized estimating
relationships, his main theme is invariably: “Be careful - use good
judgment!”’ In develping =stimating relationships for use as part of a
systems analysis in support of long-range milit-m ulaaning, this is
particularly true.

Generalized estimating relationships are oasically devices for synthesiz-
ing our knowledge about past, present, and near-future military capabilities
by relating resource requirements to key structural characteristics of these
capabilitics. The main purpose of having such synthesized descriptions is
to help us in assessing resource impacts of proposed new military systems
and forces for the distant future. While generalized estimating relatior -hips
form the very heart of the cost analyst’s body of tools, they are by no
means self-sufficient, and many prcblems arise in using them in the cost
analysis process.

Some of these problems are more or less mechanical in nature. For
example, in cases where the analyst takes an “‘off-thie-shelf” estimating
relationship from the data bank, he must check to make sure that the
definition of the categories of resource items built into the relationship is
the same as that required in the problem at hand. Similarly, if the
estimating relatio.aship furnishes estimates of doliar cost, the analyst must

check to see what kind of dollars are provided - 1965, 1967, or what? If

the base year built into the relationship is different from that required in
the current study, an adjustment must be made.

A host of problems like these confront the cost analyst when he uses
estimaiing relationships. While they are important and oftentimes
troublesome, the analyst can usually solve them through persistence and
a reasonable amount of ingenuity. There arc other problems, however,
which are much more fundamental and much iess easily handled. Let us
examine a few of them briefly, and in so doing indicate rather pointedly
why care and good judgment are necessary when using generalized esti-
mating relationships.

Examples of Somne Major Problems
As indicated in Chapter 2, uncertainty is one cf ithe most troublesome
factors in conducting systems analyses of problems izvolving distant future
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158 COST CONSICERATIONS IN SYSTEMS ANALYSIS

planpning. Uncertainty is also the major source of difiicclty in using
estimating relationships in the cost analysis process supparting suck <fudies.
Two major types of uncertainty are :*

1. Statistical uncertainty: chance elemenis it: the 1¢. ! vorld.
2. Uncertainty about the “‘state of ths waid™ in the tuture: techno-
logical, strategic, political, and so on.

Let us use this categorization of uncertainties as n context for discussing
some of the major probiems involved in using generalized estimating
relationships.

As a first step, consider a case where tliz;e are no state-of-the-world
uncertainties, and assume that we have . estimating relationship for C
(cost) as a function of explarnatory variable X, as shown in Fig. 6.17.
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X2 X

Explunatory variable X

Fig. 6.17 - Cost versus explanatory variable ¥

¢ Refer back to Chapter 2, pp. 11-13.




ESTIMATING RELATIONSHIPS 159

Supnose now that we want to use C = &+ BX to estimate C for a specified
value of X, say X,, beyond the range of X in the sample (X, through X,).
If state-of-the-world uncertainties are zero, then the foilowing wili hold
true:

o

. The vaiue of X is known without error.
2 rhe “universe” beyond the range of the sample (X, through X,) is
exactly the same as that within the sample.

Even under these conditions — which are exceedingly rare in the realm
of military cost analysis for lnng-range planning - the analyst is still
confronted with statistical uncertainty. Iu our example this is reflected by
the 95 percent confidence interval for an individual forecast presented in
Fig. 6.17.% Notice that the bounds for this interval are nonlinear, and that
they get coatinuously farther apart as * e value of X departs from the mean
value in the sample (X). For exampte, at X, the confidence interval is about
twice as widc as it is at X. This iliustrates rather dramnatically why one has
to be careful about projecting beyond the range of the sample, even when
state-of-the-world uncertainties are zero.

But the “statistical uncertainties only” case is not the usual one. Other
vncertainties are likely to be present. For example, the analyst may not
always Fnow the values of the explanatory variables with precision. Even
more trouplesome is the likelihood that the universe toward which the
analyst is projecting will differ widely in some respects from the universe
reflected in the sample data base. Such factors as manufacturing state-of-
the-art, materials technology, system operational concepts and efficiencies,
and the like may be different in the future than for the past and the
present. All of these considerations are supplementary to statistical
uncertainty per se, and they usually cannot be treated by methods based
on present statistical theory.

It 1s not enough, of course, to argue that the cost analyst should be
careful in using generalized estimating relationships. The question is, what
can be donc 0 help ensure prudence ?

Some Examples of *Being Careful”

No one has yet devised a ““standard procedure” that will guarantee caution
in the application of generalized estimating relationships. Basicaily what
is required is informed judgment on the part of the cost analyst, and this is

“ A 70 percent confidence band would be narrower and a 99 percent band would be
wider than the 95 percent interval shown in Fig. 6.17. For a discussion of confidence
intervais in regression analysis, see Spurr and Bonini, op. cir., pp. 567-571.
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160 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

something that cannot be reduced to a mechanical process. However, a
number of steps may be taken to facilitate proper use of estimating
relationships in long-range planning studies. We shall discuss a few
representative examples briefly in the following paragraphs.

In cases where generalized estimating relationships have been derived
by formal statistical methods, the cost analyst may turn to the relative
standard error of estimate (coefficierit of variaticn), the confidence interval
for an individual forecast, or some other measure, and use these statistics
to help decide what should be done about statistical uncertainty. 1f, for
example, the relative standard error of estimate is atiout § percent, the
analyst may feel comfortable in taking an expected value estimate as
provided by the regression equation and using it without further question.
On the other hand, if the relative standard error of estimate is 30 or 40 per-
cent, he may want to do some sensitivity testing. Here the objective would
be to explore the impact on final results (for example, total system cost)
of possible estimating errors for the particular input category under
consideration.®®

With respect to uncertainties about the values of explanatory variables,
several precautionary steps may be taken. As an iilustration, let us consider
the major equipment area. Here, costs of future equipment proposals are
often estimated from relationships having equipment performance or
physical characteristics as explanatory variables. Where the analyst is
uncertain as to what values of these variables should be inserted into the
estimating equation, the first thing he should do is be skeptical about the
numbers presented by advocates of the proposed new equipment. We know
from past expenence that participants in the advocacy process often tend
to overstate performance characteristics or to understate certain physical
characteristics - like weight, for example. Under these conditions the cost
analyst should consult with design engineers who are neutral, and seck
their advice regarding appropriate values of equipment characteristics to
be used as explanatory variables.

The analyst can also make a few simple sensitivity calculations to help
him decide how much he should worry about uncertaiity about the
explanatory variables. For example, suppose we have the following equip-
ment estimating eguation:

C =80+2.5X, +0.04X,,

and that the *“‘expected values™ of the explanatory variables for some future

# For an illustration of this kind of analysis, refer back to the B-x example in Chapter S,
pp. 114-115.
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situation are X, = 38 and X, = 650. The “‘base case,” therefore, is:
C = 80+2.5(38)+0.04(650)
=80+95+26
= 201.

What happens if we are relatively certain about X, but uncertain about
X2? Assuming a 50 percent change in X; (X7 = 650+325 1,000) and
assuming X,; = 38, we have:

C = 80+2.5(38) +0.04(1000) = 215,

or a 7 percent change relative to the base case. Here, the analyst would
probably not be too concerned about uncertainties in X;.

Other cases might be (1) a 50 percent increase in X,, with X, = 650 and
(2) a 50 percent increase in both X, and X,. The results are:

Value of C  Percent Change®”

M 249 +24
(2) 263 +31

In both of these cases the analyst might not be indifferent to uncertainties
in the explanatory variables, and he might chanee tg Go further sensitivity
testing to explore the impact of these uncertainties on final results (e.g.,
total system or program cost).®®

Let us now turn to a situation that requires the greatest possible care:
the common situation in which the cost analyst has to project to the
disiant fuiure and he has good reason to doubt that the characteristics of
that future “universe” are the same as those reflected in the data base
underlying his estimating relationships. Here, mechanical application of
generalized estimating relationships can be especially dangerous. What
usually happens in such instances is that the relationships are used
primarily as a reproducible point of departure in the estimating process.
Something else — usually involving a considerable effort — has to be done
before the final estimates are obtained.

The problem discussed earlier, of analyzing the costs of stainlecs-steel
airframes, is a good case in point. Recall that in this instance military ccst
analysts in the mid-1950s faced the problem of estimating these costs for
systems that would not be operational until the mid-1960s. The then
existing airframe cost-estimating relationships, expressing cost as a

¢7 Relative to the base case (201).
¢® See the B-x example in Chapter 5.
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162 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

function of aircraft performance and physical characteristics and produc-
tion quantity, contained estimates of structural parameters refleciing a
materials technology and a manufacturing state-of-the-art which were
different from the stainless-steel environment projected for the future. As
a result, the cost analysts were confronted with major “state-of-the-world”
uncertainties in addition to the usual statistical uncertainties which are
always present.

Were the existing estimating relationships - derived primarily from
experience with aluminum airframes — of any use in projecting to the future
stainless-steel universe? The answer is a qualified “‘yes.” Let us illustrate
the point in a simplified example.

Suppose that the existing estimating equation for the direct labor hours
part of total airframe was as follows (for normalized cumulative unit
number 100):

H = &(W*)(S*)u, *°
where

H = direct labor hours for cumulative unit number 100,
W = airframe weight in thousands of pounds,

S = aircraft maximum speed in knots,

u = a random disturbance.

We would not expect this relationship to hold in a direct fashion for
stainless-steel airframes. However, the cost analysts might use it as a
documentable point of departure or “‘base case’ in the process of moving
to the ‘‘universe” of stainless-steel airframes. Suppose that this was done
in our example and that the values W, and S, were substituted in the
estimating equation, resulting in a *‘point of departure” estimate for direct
labor hours (at cumulative unit number 100) of H, .

Suppose further that the cost analysts were able to obtain information
from the experiments in stainless-steel fabrication referred to earlier.”®
Let us assume, for exampie, that data from those experiments (reflecting
then current manufacturing methods and tooling) indicated that for the
first generation of stainless-steel airframes, direct labor hours might be 3
to 5 times the hours experienced on conventional aluminum airframes.”!
On the basis of these data, then, the point-of-departure estimate would be
modified as follows:

4, 8,, and B, represent estimated values for the parameters «, 8,, and 8,.
7 See p. 140.
"1 These numbers are illustrative only.
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Upper bound estimate = 5H,
Lower bound estimate = 3H,

Tlese are the results of the first iteration. Suppose now that the cost
analysts, in talking to knowledgeable engineers from the industry, found
that some possibility existed for advances being made in fabrication
methods which would reduce the labor hour differentials (stainless vs.
aluminum), even for the first generation of stainless-steel airframes. The
engineers felt that, if these improvements were to materialize, the 3 to §
factors obtained from the experiments might be reduced by about 25 per-
cent. On the basis of this information the results of the first iteration would
be modified as follows:

Upper bound case: SH,
Mid-range cases:  ((75)5)H, = 3.75H,
3H,

Lower bound case: (.75)(3)H, = 2.25H,

Subsequent iterations might take place if other relevant supplementary
information could be brought to bear on the problem. However, we shall
terminate our example at this juncture, since we ha e gone far enough to
illustrate our main points.

Let us summarize these briefly:

1. The analyst must be particuiarly careful in using generalized
estimating relationships when the characteristics of the future
universe are, or are likely to be, different from those reflected in
the estimating relationships to be used for projection.

2. In such instances generalized estimating relationships are usually
used as a starting point in the estimating process. This is vitally
important, since without such a documentable point of departure
the main alternatives are: (a) to try to build an estimate in detail
from the “‘ground up” (often not feasible in systems analyses of
distant future equipments and activities); or (b) to use guesswork
and subjective analogies to present experience (an alternative
generally to be avoided if possible).

3. The point-of-departure estimate must then be modified in light of
supplementary information, both quantitative and qualitative. This
may involve several iterations before the fin .1 estimate, or range of
estimates, is determined. The modifications to the point-of-
departure estimate should be documented as explicitly as possible.
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164 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

Summary
The main points contained in this chapter may be summarized as follows:

1. Estimating relationships are devices which reiate various categories
of cost (either in dollars or physical units) to cost-generating or explanatory
variables. Very often these explanatory variables represent characteristics
of system performance, physical characteristics, specifications in the
operational concept, and the like.

2. Estimating relationships may take numerous forms, ranging from
informal rules of thumb or simple analogies to formal mathematical
functions derived from statistical analyses of empirical data.

3. One of the most important steps in the derivation of estimating
relationships is the assembly of the appropriate information and data base
to serve as the basis for determining form and content.

4. More often than not, the existing data base is deficient in one way or
another; for example,

a. Information may be in the wrong format for analytical purposes.

b. Various irregularities, inconsistencies, and noncomparabilities may
be present.

c. Gaps in information may exist at various critical points.

d. Only a small number of relevant cases from the historical record
may be available - the “small sample” problem.

5. Solution to parts of the data problem may be through major overhaul
of present information systems and throuchi the cstablishuieni of new,
compiete systems. Neither, however, appears feasible as a general solution
— at least in the near future. Short of such major efforts are numerous
alternatives. Some examples are:

a. Use of sampling techniques on an ad hoc basis.

b. Supplementing tne existing historical data base by including
estimated data points for the near future.

c. Statistical adjustment and manipulation of thc existing dala base.

d. Obtaining additional information by conducting experiments.

6. The process of deriving estimating relationships may bz characterized
in various ways. Conceptually, it may be viewed in terms of the testing of
hypotheses. This implies that the cost analyst should start out by develop-
ing some kind of “‘theory” about the possible generators of cost for the
particular class of activities, equipments, facilities, or whatever under
consideration. Then certain hypotheses can be set up and tested in light
of the available data base. Technigues used in the testing process may
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range all the way from simple graphics to complex mathematical statistical
procedures.

7. Care must be exercised in the use of estimating relationships, particu-
larly in extrapolating beyond the range of experience (the sample). When
“‘state-of-the-world™ uncertainties are present — very often the case — the
initial estimate derived from an estimating relationship must frequently
be modified in light of supplemental information (both quantitative and
qualitative).

Suggested Supplementary Readings

1. Dale S. Davis, Nomogruphy and Empirical Equations (New York: Reinhold Publish-
ing Corporation, 1955). (A good reference text for mechanical curve-fitting tech-
niques.)

2. ). Johnston, Statistical Cost Analysis (New York: McGraw-Hill Book Company,
Inc., 1960). (Contains interesting examples of subjecting certain economic hypo-
theses about cost-output relationships to empirical testing.)

3. William A. Spurr and Charles P. Bonini, Staristical Analysis for Business Decisions
{Homewood, Ill.: Richard D. Irwin, Inc., 1967). (Chapters 22-24 contain excellent
discussions of statistical regression analysis.)

4. Carl F. Christ, Econometric Models and Merhods (New York: John Wiley & Sons,
Inc., 1966). (An excellent book on econometric theory and methods of analysis.)
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Chapter 7

COST MODELS

Introduction

Chapters 5 and 6 stressed an input orientation. We now want to change
direction and steer around toward the output side. In so doing, however, ]
we must carry with us an understanding of the input problem, so that
we will be able, ultimately, to relate inputs and outputs to each other.
Put another way, one of the main objectives of the present chapter is to 1
narrow the gap that exists at this point between Chapters S and 6 on the
one hand and Chapter 4 (Introduction to Military Cost Analysis) on the
other.

For this purpuse we focus intentionally on the subiect of cost models.
The term *‘cost model” has a wide variety of meanings, of course, depend-
ing upon the context, but it does have one rather general connotation: that
of an integrating device designed to facilitate the analytical process. At
once we are at the center of the matter, for “integration” in this context ;
refers to the bringing together of the various factors on the input side and |
relating them to some specific type of output-oriented military capability
in the future.

Qur aim here is restricted, however. It is to discuss cost models in such
a way that the reader will gain insights into what they are like, and, more
importantly. how they help the cost analysi in his job of serving the
systems analysis process. The objective is nct to present a “‘cookbook” 4
treatment of how to build a cost model. ‘

Cost models may be classified in any of several ways. One possible basis i
for categorizing them is in terms of the extent to which the model manipu- \
] lates the inputs. Here, the very simplest cost model only summarizes the
facts provided by the analyst; it might consist merely of rules for sub-
totaling and totaling the information supplied as inputs. Although such {
models may be run on a computer, they are actually performing the routine
functions of adding machines and typewriters. A slightly more complex
model may require a minor amount of multiplication in order to turn out ‘
a few intermediate outputs to be summarized and displayed. Somewhai i
more complex models may provide for making choices of estimating
techniques depending upon specific inputs. The most complex may involve 1
the use of fairly sophisticated analytical techniques such as nonliu=cr
programming or probabilistic iterations.
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Cost models can be categorized according to the function they serve.
Some modcls are designed to assist long-range planners. Others are for use
in programming, where this term implies a more detailed level of planning
and application in the near future. Still others are designed for use in
preparing next fiscal year's conventional budget. Function is worth noting,
since 1t influences the design of the model in many ways. The level of
detail to be represented is one of the most obvious. For cxample, a model
designed for use in near future budgeting would not usually be useful for
long-range planning, because it would require (as inputs) unavailable
detail. It might also utilize categories and identifications in forms which
are not of interest to long-range planners.

Cost models can be categorized according to the likehihood of repetitive
use. Some are ‘‘one-shot” devices. The input data and the model itself
may require considerable preparation, but they are nevertheless designed
for a single specific application. Once the need has been met the model is a
thing of the past, although it may still exist in files, and it may be used later
in designing another model. Other models, of course, are designed to be
used many times, providing many sets of cost estimates. This second type
may require more care in its design because of the likelthood that it will be
used when the designer is not available.

Cost models can also be classified in terms of the subject matter they are
intended to represent. Some models deal with relatively minor parts of the
total subject being considered by a decisionmaker, while others attempt to
represent almost the entire structure of the problem. One categorization
on this principle is as follows:

1. Resource requirements submodels.
2. Individual system cost models.!

3. Mission area force-mix cost models.
4. Totai force cost models.

This particular classification scheme will be used as a basis for the
remainder of the chapter. But rather than discuss each category in detail,
we shaii Iimit our attention primarily to one of the most widely used model
types — individual system cost models — and consider a specific example as
fully as space permits. In presenting and discussing the example, special
emphasis will be placed on the analytical use of the model in the systems
analysis process. After considering the example in some depth, we shall
then return to our classification of models and discuss each one brieily.

! Here, the word *'system’ is used in a broad sense to include numerous types of output-
oriented packages of military capability - for example, Navy :ask forces, Army division
“slices,’ and so on.
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168 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

To focus attention on the basic concepts, principlcs, and techniques used
m developing a cost model, we have made many simplifying assumptions
in the following example, and we have used extremely simple estimating
relationships. Although the resulting model thus fails to reflect the richness
of detail and complexity involved in models used in actual practice, it will
be adequate for our purpose, which is simply to launch the discussion of
cost models. The reader, therefore, should concentrate on the fundanientals
that are illustrated and not worry about the specific numbers and estimating
relationships used in the example.

Hard Poiut Defense Systems: An Example of a System Cost Model

Suppose that we are participating in a systems analysis effort concerned
with the question of defense against intercontinental ballistic missiles in a
distant future time period. The problem of ballistic missile defense is
complicated, and there are numecrous alternative ways (for example,
weapon system proposais) o accomplish the mission.

An important part of the problem involves hard point defense (HPD);
that is, active defenses for further protecting hardened military installations
against enemy intercontinental ballistic missiles (ICBMs).2 One type of
HPD system includes hardened radars, a hardened continl center, and
ground-launched interceptor missiles housed in hardened underground
silos deployed about the defended site ~ for example, one of our own ICBM
sites. The interceptors are thought of as very high spced, high acceleration,
guided missiles which fly for short periods of time and intercepi enemy
reentry vehicles at relatively low altitudes. There are of course many
possible configurations of HPD systems,

Proposals for future HPD systems must be evaluated in relation to other
ways of reducing vulnerability. The systems analysts would have to explore,
for example, whether a desired level of survivability of our own ICBM
forces could be attained more cheaply by employing HPD . by buying more
offensive ICBMs, by employing a mobile operational concept for the
ICBMs, by some combination of these measures, or by some other micans.
In any event, it is clear that the cost of future HPD systems is a very
important aspect of the probiem.

Suppose the systems analysts have decided to conduct just such an
evaluation of alternatives. We shall be called upon to furnish estimates of
the resource impact of several configurations of a proposed HPD system.

2 A “hardened” instajlaion is one designed to withstand the overpressure and other
effects of a nearby nuclear burst. Hardening, therefore, is one measure that might be
taken to reduce vulnerability (increase survival) to an enemy ICBM attack. Dispersal is
another measure; mobility is still another.
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From the design of the systems analysis study, it is clear to us that we shall
have to treat the cost analysis problem in a *““parametric’’ fashion, because
the systems analysts want to examine numerous force size: (numbers of
force units) of HPD systems, varying numbers of interceptor missiles per
force unit, several types of missiles “vith different performance levels, and
so on. :

Given a ientative descr
necessary inputs and to or.

on of the problem, we set out to assemble
ize them in a rather formal way in the context
of HPD. In other words, task is to put together an individual HPFD A
system cost model. A de tion of the simplified version of the mode! is
presented in the following paragraphs.
To help keep the example simple we shall use a limited number of cost
categories. These are listed in Table 7.1. Notice that total HPD system cost

TABLE 7.1
Cost Categories for the HPD Example*

R = Research and Development
I = Investment; ‘
1, = Facilities (mizsile silos, comrol centers, personnei quarters, and so on)
I, = Interceptor missiles
I, = Ground environment equipment (radars, computers, launchers, launch
control center equipment. checkout equipment, maintenance equipment,
and training equipment)
1. = Initial inventories of spares and spare parts for /. and /5
15 = Initial training costs
Is = Miscsllaneous investment (initial transportation and travel, site activation
cost, and 50 on)
A = Annual Operating Cost:
A, = Equipment maintenance
A, = Personnel pay and allowances
A3 = Miscellaneous operating cost (including recurring travel and transportation,
replacemrent tratning and so on)
TSC = Total System Cost = R+7+ AY, where
Y = number of years of system operation

¢ All categories are to be expressed in terms of millions of constant (e.g., 1969) doilars.

is defined as research and developraent +iavestment+ Y years operating
cost.*

3 In this example we ignore ..me phasing, time preferencs, and retated maiters.
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170 COST CONSIDERATIONS IN SYS(EMS ANALYSIS

TABLE 7.2
Xey Varipbles used i the FIPL Nodel

N = Numbe:r of force unit~ (buiteries or battalions if an Army operazed system -
squadrons if Air Force operated)
M, = Number of unit equipment (U.E.) interceptor missiles per force unit.* (M, = 10,
..., 50)
M, = Number of training missiles fired per force unit per year for Y years.
M, = Number of missiles per force unii for depot maintenance pipeline.
M = Total number of missiles to be procured for the operational inventory® for the
entire system = N(M.+ M, + M,).
H = Index of hardness >f the interceptor missile sites. (H = 3, ..., 20}
P, . = Number of operations and mainterance personnel per force unit.
».« = Number of administ:ative and supy ort personnel per force unit.
P = Total number of personnel per for¢ . unit = Py o+ P, ;.

Y = Number of years of system operation
e

a The term *‘unit equipment”’ refers to the authorized quantity of major equipment for
the direct accomplishment of the primary mission.

b Miissiles procured for the research and development test program are excluded from
M.

The key variables in the model are listed in Table 7.2. (Notice that some
of these are defincd only over a specified interval.) In addition to these
variables we shall consider three types of interceptor missiles:

1. Missile A, having performance index = p,

2. Missile B, having performance index = p, (ps>p.)
3. Missile C, having performance index = p, (p.<p.)
Cost Categories in the Model

«/2 are now ready to describe the basic structure of the model. Let us do
this by taking up each of the HPD system cost categories in turn:

1. Research and Development {R). Here, we shall assume the existence
of a set of relationships (a submodel) which estimates system research and
development (R & D) cost primarily as a function of the performance
characteristics of the interceptor missile and of the main components of
the ground environment equipment, especially the radars. Suppose that
this submodel yields the followirg set of HPD system R & D costs:*

R =500, if a system using missile A (performance index = p,) is assumed,
R =700, if a system using missile k (performance index = p,) is assumed,
R == 400, if a system using mussile C (performance index = p, ) is assumed.

4 All dollar costs arc expressed in terms of millions of constant dollars.
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2. Facilities Investment Cost (I,). An analysis of HPD facilities require-
ments and costs indicates that facilities cost per force unit (for a given
level of harduess, say H = 3) may be split into two parts: that which is
essentially constant, and that which varics approximately as a function of
the number of U.E. interceptor missiles per force unit (M,). (The second
part is conditioned heavily by the construction costs of the missile silos.)
Further analysis shows that this basic estimating relationship may be
adjusted for hardness level by a function F(H) which is equal to unity for
H = 3, and which increases at a decreasing rate over the range H = 3,
..+, 20.* Le: us assume that in our example a!l of these considerations lead
to the following equation for HPD system facilities investment cost:

Iy = N(1.9+0.085M ) F(H)),
where
F(H)=0.50+C.12H —0.0044H*
H=3,...,20.

3. Interceptor Missile Investment Cosé (I,) The investment cost of the
operational missile inventory for the total HPD system may bz celculated
as follows:

I, = M[F(M)].
241
2.0
1.6
F (H) F{H)=0.50+0.18H—0.0044H?
1.2 (H=3, ..., 20)
sk
Yy =N
o { 1 ] { S | 1 | J
¢ 2 4 6 8 10 12 14 16 8 20
H

Fig. 7.1 - Graphic portrayal of F(H)

* F(I1)is portrayed grephicaliy ‘1 Fig. 7.1.

il il 4 P

-8 palin vl
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where F(M) is the cumulative average interceptor missile cost function
defined as:®

F(M)=oaM~%23%
a = 1.4 if missile performance is p, (missile A),
a = 2.3 if missile performance is p, (missile B),
a = 0.9 if missile performance is p, (missile C).

Here, we assume that the values of a were obtained from analyses of the
outputs from a submodel which estimates the level of the cost-quantity
relationship (at some normalized quantity) as a function of the proposed
missile performance characteristics. The exponent —0.234 is the slope of
the cost-quantity relationship. In this case we have assumed an *‘85 per-
cent” log-linear, cumulative-average curve, which implies that each time
the total quantity of units produced is doubled, average production cost
declines *o 85 percent of the average cost prevailing before the doubling

10¢
T 3
S -
= 2 [-\
€
? 1 \\\
S ~
e - \
g : \ Missile
b u e
2 N N
s T E C
~ -
F r
- - (For operational inventory
- missiles only)
[~ |
0.01 Mmmdw

10 10? 10° 10* 10°
Cumylative number of missiles (M)

Fig. 7.2 - Cost-quantity relationships for missiles A, B, and C

5 If M = 100, then 7{100) gives thc cumulative average cost of missiles i through 100
produced Jor the operational inventory Missiles produced for the R & D test program
are cxluded from F{Af) ard included in system R & D cost. Therefore, F(M)is Jdefined
for operatioral inve atary missiles o ly, beginning with production unit number onc.
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of output.” The function F(M) is shown graphically in Fig. 7.2 for the
three values of a.®

Let us now make a slight simplification in the equation for M. In Table
7.2, M is defined as follows:

M = N(M,+M,+M,).

We shall assume that the number of training firings per force unii per year
is 4, and that the number of maintenance pipeline missiies may be estimated
at 10 percent of the force unii’s U.E. n.issiles (M,). Therefore,

M, =4Y
and
M,=0.1M,.

Substituting these quantities into the equation for M, we obtain M as a
function of N, M, and Y:

M = N(M,+4Y +0.1M,)
= N(1.1M, +4Y).

4. Ground Environment Eguipment (l3). This category is made up of
several types of equipment,® some of which are quite complex. In a real
life cost analysis, the requirements and costs for each type of equipment
must be estimated by using separate subroutines or submodels. But to
avoid complicating our model urduly, we shall assume that the estimating
procedure for /; may be approximated simply as a function of force size
and the number of U.E. interceptor missiles per force unit (A4}, with an

FER A

allowa.ce for the fact that the investment cost of “round equipment per
U.E. missile declines as M, varies from 10to 50.1° e resultis:

I, = NM.,[F(M,)}, M, =10,...,50
where

F(M,) = 6M] 05,

" See Harold Asher, Cost-Quantity Relationships in the Airframe Indystry, R-29) (Santa
Monica, California: The Rard Cerporaiio:, juiy 1, 1936), Chapter 2. Also see Herbert
R. Krocker and Robert E. Peterson, A Handbook of Lrarning Curve Techniques (Coium-
bus, Ohio: The Ohio State University Research Foundation, 1961), Chapter 2.

® We have assumed a Icg-linear, cost-quanticy relationship in order to help keep the
HID modei simple. In reality one usually finds that major equipment cost-quartity
relationships plotted on log-log paper tend to “flatten out™ (become convex) as cumu-
lative output increases. See Asher, op. cit., Chapter 4.

? See the definition of /5 in Table 7.1,

1% This declire occurs because some parts of the ground environment do not change as

M, increases. On the other hand, launching equipment, for example, does increase as
M, increases.

'
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The function F(M,) is portrayed graphically in Fig. 7.3.

1.2
\ (My = 10,..., 50)
\\

1.0 -
© |
s 08 F(My) = 6Mu—o.69
E
-
)
2 06}
[T

0.4 —

0.2 { 1 | |

0 10 20 30 40 50

Number of interceptor missiles per force unit (M)

Fig. 7.3 - Graphic porirayal of F{A,)

5. Initial Spares and Spare Parts (1,). Here, we shall assume that analyses
of equipment spares and spare parts requirements and costs indicate that
I, may be approximated by taking about 15 percent of the investment cost
of the total interceptor missile inventory and about 25 percent of the invest-
ment cost of the ground environment equipment. This gives:

14 = 9.1512 +0-25"3
= 0.1SM{F(M)]+0.25NM,[F(M,)].

6. Initial Training of Personnel {l;). Suppose that analvses of initial
training costs for defense missile systems suggest that a weighted average
cost per man tends to be about $4,000 if personnel are trained *‘from
scratch™ and about $2,000 if most of the key personnel are inherited from
the phase-cut of other weapon systems. If this is so, initial training cost
for the total system may be estimated as

15=BNP
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where

p = 0.004 (complete training case)
f = 0.002 (transition training case).

At this point we shall have to introduce the manpower requirements
submodel. In actual practice, manpower submodels are often quite
complex. They must, for example, distinguish between officers, enlisted
men, and civilians; and more often than not, such models will provide for
further classification within these three main categories. They also often
provide for estimating requirements for operations and maintenance
personnel as functions of the major equipment characteristics, system
operational concepts, and the like. Determination of administrative and
support personnel requirements may involve somewhat detailed estimating
procedures, or it may involve the use of a simple aggregative estimating
equation. In any event, the manpower requirements subroutine can be a
substantial model in itself; and in many cases the personnel calculation is
very important because total system cost is often very much a function of
the numbers and types of manpower required to man the system.

Obviously we cannot get into this degree of detail in our example. We
shall thercefore have to make drastic simplifications. In order to include
some semblance of a manpcwer requirements submodel in the example,
let us postulate the following: Operations and maintenance personnel may
be estimated as a function of the number of U.E. missiles per Jorce unit,
and incremental administrative and support personnel can be estimated as
a function of the number of operations and maintenance pcisonnel.’! No
distinction will be made between officers and enlisted men. The results are
as follows:

Pom= 50+2M,(M,= 10, ..., 50)
P, =04P, ,

P=P,, +P, ,=50+2M,+0.4(50+2M,)

~

=T70+2.8M,,.
Substituting this vair= of P in the training cost equation, we obtain .

Iy = BNP = BN(T0+2.8M,).

'" Administrative and support personnel requirements are “‘incremental’ because it is
assumed that the HPD fo.ce unit gcts a ceraain amount of support frem the installation
it is assigned to defend.
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176 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

7. Miscellaneous Investment Cost (Ig). It will be assumed that miscel-
laneous investment cost can be estimated as a stmple linear function of the
number of force units:

I, = 2.5N.

8. Total Investment Cost (1). Total investment cost for a proposed HPD
system is:

It

I =

i

i
[
~
-

8. Equipment Maintenarice Cost (A,). Suppose that anaiyses of equip-
ment maintenance activities suggest that annual missile maintenance cost
may be estimated at about 10 percent of the investmert cost of the U.E.
inventory, angd that the annual maintenance cost of ground environment
equipment tends to average about 20 percent of initial investment cost.
On the basis of these data, the equipment maintenance cost equation may
be written as

A, = 0.INM [F(M)]+0.2NM [F(M)].

10. Personnel Pay and Allowances (A,). We shall assume that 4, may
be approximated by taking a weighted average pay and allowances cost
factor and applying 1t to the total number of personnel in the HPD system:

A, = 0.006NP = 0.006N(70+2.8M,)
=0.4ZN +0.0168NM .
11. Miscellaneous Annual Operating Cost (A;). It is assumed that

miscellaneous operating cost can be estimated as a simple linear function
of the total number of personnel iri the system:

A, = 0.003NP == 0.003N(70+2.8M.)
=0.2{N +0.0084N M, .

12. Total Annuai Operating Cost {A). Total annuai operating ccst 1s the
sum of the individual operating cost categories:

13. Total Sysiem Cost (TSC). Totzl HPD system cost is defined as
follows
TSC=R+I+YA.
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Use of the Model

With the model completely described, let us now attempt to suggest a few
of the ways the cost model of an individual system can be used in the
analytical process.

One of the first questions that might be asked is: What “‘drives” the
model ? What are the key variables that matter the most? In many of the
models used in real life analytical work the answer to this question is not i
immediately obvious. In our case, however, the model is so simple that the
answer is readily apparent. Total force size (N) and number cf U.E. missiles
per force unit (M,) appear in almost every component of the model.
Therefore, these two variables must play a key role in determining the
output of the model. The assumed number of years of system operation
(Y) could also be important. Sc might the performance cnaracteristics of
the interceptor missile, but this is less obvious.

All of this can be seen more clearly if we assembie the model in more
compact form. If the categories are added up and certain terms combined,
the results are as follows:!?

il Nl AR g dof® enaR M g

1. Research and Development cost is a function of missile performance:

500 if missile performance is p, (missile A)
R = {700 if missile performance is p, (missile B)
400 if missile performance is p, (missile C).

Investment cost is primarily a function of furce size, hardness level,
— Lo oy of

wimber of U.E. missiies per force unit, and missiie performance:
1= 19N[F(H)]+0.085NM [F(H)]+ L.ISM{F(M)]+ 1.25NM [ F(M,)]
+AN(70+2.8M )+2.5N,

where
a. F(H)=0.50+0.184 —0.0044H? (H=3,...,20)
b. M= 1INM,+4NY (M, =10, ...,50)

c. F(M)=aM™%23¢
a = 1.4 for missile A (performance = p,)
o = 2.3 for missile B (performance = p,)
o = 0.9 for missile C (performance = p,)

d. F(M,)=6M;%5°
.004 for complete iraining case
€. B = N i, )
.002 for transition training case.
12 I coihcaniuesnt Aicavecinn . 1) wnf. Y

1 roitr (o this as e bwsic f1F D cost modkei,

........ SReis Caolltuniily e s
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3. Annual Opcrating cost is mainly a function of force size and number
of U.E. missiles per force unit:

A = 0.1NM[F(M)]+0.2NM [F(M,)] +0.0252NM,+0.63N.

4. Total System Cost is influenced by all of the above and the number
of years of system operation (Y):

TSC = R+1+AY.

Let us now demonstrate the use of the model. Hopefully, in exercising
the model we can show how it serves as a useful integrating device between
inputs and vutputs in the cost analysis process.

Very often one of the first things systems analysts want to know is how
total system cost (7'SC) varies with force size - usually for some ‘“base
case” systen. configuration that they have in mind. Suppose that in our
example the systerns analysts do have a base case, and that its configuration
results in the following values for the key variables in the HPD cest model
(call this Case I):

1. Missile performance index = p,. Therefore, missile A is to be the
interceptor in the basic system, which means:

R =500
F(M)=14M 2%,

Hardness level is 3. Hence F(H) = 1.'3

3. Number of U.E. interceptor missiles per force unit (M) = 10,
which means that F(M,) = 1.2.}4

4. Assume all system personnel are initially trained from scratch.

Thus, 8 = 0.004. .

Assume number of years of system operation (Y) = 10.

6. Given that M, =10 and Y = 10, the tota! stock of interceptor

ruissiles becomes purely a function of force size; that is, M =

(1.1Y10)N + (4 10)N = SIN.

Lot

n

Given (1) through (6) above, the cost model reduces to a relatively
si-aple function of N:

TSC=500+53.462N + 68.65N1.4(51N)™0-234] 1%

13 Gee Fig. 7.1

14 See Fig. 7.3.

13 The value of the quantity inside the brackets can be readily approximated from Fig.
7.2. For exampie, for N = 100, the cumulative average cost of 5100 missiles is $0.19
million (read from the missile A curve.

e
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If this function is plotted over the range of force units 50 th-agn 250, the
result is the total system cost (7SC) curve shown in Fig. 7.4."° 7" TSC vs.

W%~
=1.4
24 1~
N B=3
2
- My=10
005 50004 ;
16 Total System Cost (15C) ~

-~

(R&D +investment + —
10-yr operating cmﬂ,/

~10-yr operating cost

Toto! system cost {$ billians}
~
—

8 —
/""’;’//
6 ’,/ /,v’
-
4 = tnvestment cost
pre o RED cot
2 ‘.94— K (4228
0 --------------- l --------------- ‘ llllllllllllllll l -------------- i- llllllllllllll 1
1] 0 100 150 200 25
] Number of force units (M)
Fig. 7.4 - HPD system cost versus force size (Case 1)

] force size cost function gives an expficit statement of how totzl system cost
changes as the force size 15 varied for a specified set of system characteris-
tics — the Case 1 set in this instance. In Fig. 7.4 we see that total cost is
essentially linear over the range of interest (N = 50 to N = 250) and that
therefore marginal cost is constant.!”

As pointed out in Chapter 4, the TSC vs. force size function is a
. fundamentally important part of the cost model. It enables the cost analyst
to answer readily a very relevant class of questions which typically arises

' The compenent curves (R & D, investment, and 10-year operating cost) were com-
putied from the basic HPD cost model (see pp. 177-178).

7 Using the formula for the slope of a line through two given points, the 7SC cunve in
Fig. 7.4 can be approximated by :

TSC = 0.8+ 0.064N.
Marginal cost, therefore, is:

ATSC)
— = 0.064.
(N 064
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in the systeras analysis process.’® In the context of our illustration, for
example, the systems analysts might want to know how much HPD could
probably be attained at a stipulated cost level - say $19 billion. For the
Case 1 HPD configuration, the answer (from Fig. 7.4) is about 150 force
! units or 1,500 U.E. interceptor missiles for a 10-year operational period.
' The possible effectiveness of this HPD force must then be calculated and
compared with the estimated increases in offensive missile force surviva-
bility which might be achieved through alternative survivability measures
obtainable from the $10 billion.

Or, alternatively, the systems analysts might specify a desired level of
survivability and determine the configurzaiicns and quantities of various
alternative measures that might be used to attain it. With corresponding
i sets of TSC vs. force size funciions available, the costs of the various
alternatives may be casily determined, For example, if one of the aiterna-
tives 15 200 force units of Case 1 HPD, the estimated total systemn cost
(see Fig. 7.4) would be about $14 billion.

=1.4
My " TSC for My = 30
e H=3 i
: . My=10, W, % / //

20 - B =0.004 p
. 18 L“ Y =l ” %{c‘ Mg =2
1o &~ /’

14 - / .
2 b / //15ch My = 10
10 //
; /
"L 4)-— /
5 2L_
.

o — o ——t— p———

~

Toral system cost ($ billions)

| AL i A
100 150 200 250

Nurbe: of force units (N)

Fig. 7.5 - HPD system cosi versus force size for Af, = 10, 30, 50 (Case 2)
** Perhaps ii should be pointed cut that we have cormc “full circle” since Chapter 4.
There, TSC vs. iorce size vosts functions were presented as examples of one type of
output from the cost anaivsis process, with no indication as to he v that output might be
obtained. Now, with the benefit of the input-oriented Chaprers § and 6, and with the aid
‘ of our Hlustrative cost model, we begin to sec tie relationships a.nong inputs ana outputs.
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Let us now return to the basic HPD cost model and consider examples of
other forms of cutput that may be obtained from it. As suggested pre-
viously, from the strusture of the model it wouid seem that HPD totai
system cost might be quiie sensitive to the number of U.E. interceptor
missiles prr focce umit (M,). Obviously this is an important variable, since
the systems analysts would no doubt want to consider force units with
varying complements of U.L. interceptor missiles.

To illustrate the sensitivity of TSC to M,,, let us keep the same specifi-
cations as those for Case 1, except that M, will be computed for three
values: 10, 30, and 5u. We shall call this exploration Case 2. The results of
exercising the basic HPD model are portrayed in Fig. 7.5. Her: it is
apparent that HPD T'SC is indeed very sensitive to M,, but that it becomes
somewhat less so as M, is increased. That is, the first partial derivative of
the TSC function with respect to M, is apparently increasing at a de-
creasing rate.!® This can be seen more clearly by computing Case 3, which
has the same specifications as Case 2 except that force size (N} is held
constant at i50 and M, is varied over iis entire range (10 through 50) The
outcome ‘s showan in Fig. 7.6 {Case 3).

Why do we get these results? We would expect 7SC to increase at a
decreasing rate for several reasons. One, for example, is the influence of the
negatively sloped missile cost function F(M). More important is the fact
that all components of facilities and the ground environment do not

ur
a=1.4
b Hes -
g _.
= ~0.004 -
B | P ,/’,
a8 Y =10
.k N TSC for N = 150
0 o
E
$
s 8
s
S af
0 L | ] 1 J
0 10 20 30 0 50

Number of U.C. missiles per force unit (M)
Fig. 7.6 - Total systerm cost versus number of missiles per force unit (Case 3)

1* That s, for 2, = 10, ..., 50:
ATSC) _ | FHTSC) _

oM, % ez <0




182 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

increase in proporiion to increasss in M, , and some components do not
cheage at all. Thus, total costs as shown by the curve in Fig. 7.6 increase
at a decreasing rate as M, increases.

At this point the reader may be beginning to wonder about a side 1ssuc
which in many instances can be important: the matter of computational
burden. Let us digress briefly to offer a few comments about the compu-
tational problem.

Even in the case of an extremely simple model ~ like our HPD example -
the computational burden can be rather heavy, particularly if numerous
sensitivity analyses are to be made. Can anything be done to facilitate the
process ? The answer is *‘yes’; a great deal can be done in many instances.
This is especially true for models like our HPD example which lend
themselves naturally to programming on an on-line, time-sharing computer
system like JOSS.2% This was done for the basic HPD cost model,?! with
the result that the analyst can readily explore variations in combinations
of the following: «, H, M, , B, Y, and N.??

Let us now return to our basic HPD model and illustrate a few more of
the types of information that a cost model can provide the analyst.

Systems analysts often worry about what should be assumed about the
number of years new capabilities might be in the operational force. Does
it make any difference in the relative comparisons among alternatives? In
order to help explore this questior, the cost analyst must be readily able tn
furnish total system costs for varying assumptions about years of operation.
Our basic HPD modei is “open™ with respect to number of vears of
operation (Y), so that it is relatively easy to examine the impact on total
system cost (TSC) ot various assumptions about Y. As an illustration, let
us go back to Case | and keep all specifications the same except for Y.
What happensif Y = 5, 10, and 157 (Call this Case 4.)

2 JOSS is a trademark and service mark of The Rand Corporation for its computer
rrogram and services using that program.

21 The author is indebted to H. E. Boren of The Rand Corporation research staff, who
programmed the model on Rand’s JOSS system. Programming time was about 20
minutes - eloquent testimony to the value of such a system to an experienced professional.
72 Here, we must insert a note of caution. Firsi of all, most rcal life models are much
more complicated than our HPD example, and hence are more difficult to automate. In
any event, it is important to emphasize the point that the analyst must not be over-
enamored with computerization. Above all, a model must be constructed with a view
to buiiding a reasonably good representation of reality - not primarily with a view toward
automation. Giving computerization first priority puts the cart before the horse. Only
when the analyst is satisfied that he does have a reasonably good representation for pur-
poses of the problem at hand does it become important to explore the possibilities of
appropriate automation - even if only parts of the model can be so treated. This can
greatly facilitate sensitivity analyses, which are so viial to the analytical process.

o
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The results are graphed in Figs. 7.7A and 7.7B. As might be expected,

a-1.4 T15C for Y =
H =23 15
18 Mo 10

~N
~
4

Total system cost ($ billions)

o N & o ™
T1 1T 7
= \

! 1 L i
Q 50 100 150 200 20

Number of force units (N}

Fig. 7.7A - Total system cost versus force size for Y = §, 10, 15 (Case 4)

18 .
a=1.4 N =
AIbL— H=3 200
5 el Mumi0
= g =0.G04
22 N=100, 150, 200 150
;lOr
S 00—
L
s 4}
2
2 -
0 L 1 ]
0 5 10 15

Number of years operation

Fig. 7.7B - Toial sysiem cost versus nuniber of years operation

HPD TSC is quite sensitive to variations in Y. However, two other things
are apparent: The TSC curves remain essentially linear throughout the
range Y =5 to 15,2° and the slopes of the TSC curves in Fig. 7.7A

%3 This is not always the case. Oftentimes the negatively sloped equipment cost-quaniity
curve makes the system investment cost curve ({ as a function of force size) increase at a
decreasing rate. This can sometimes cause the total system cost curve (7'SC as a function
of force size) 1o increase at a decreasing rate, particularly for lower values of Y.
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(marginal costs with respect tu force size) increase as Y is increased. For
example:

Value Marginal
oY Cost
5 ~0.04
10 ~0.06
15 ~0.08

These variations might be important in the overall analysis.

Is the model correct when it shows increases of marginal cost (with
respect to force size) as Y is increased ? If it did not, then something would
be wrong. This is obvious from the following: Research and development
cost is independent of Y. Investment cost is largely independent of Y,
except for the increase in the stock of missiles tor training firings each year.
Total system operating cost, however, is very mu-4 a function of Y in the
following way. In most instances, including our HPD example, annual
operating cost per force unit is essentially constant for a given set of system
characteristics. The equation for total systtm annual operating cost can
therefore be written as a linear homogeneous function of force size (¥):

A=0ON (® = a constant).

Then for Y years the total system operating cost is ®YN. Thus, the slope
of the operating cost curve becomes steeper as Y increases. This in turn
increases the slope of the total system cost curve (R+ 74+ 4Y) as Yincreases.
Hence the reason for the behavior of the 7SC curves in Fig. 7.7A.
3 So far we have not varied the primary mission equipment (interceptor
missile) characteristics. Cases 1 through 4 have utilized missite A with
performance index p,, which implies « = 1.4, Certainly the systems
analysts will want to examine the consequences of different hardware
characteristics in terms of both system cost and effectiveness. From the
viewpoint of the cost side of the problem, what are the implications for
TSC if ihe higher performance interceptor (missiie B) — which cosis aimost
65 percent more per copy than missile A - is assumed ? What if missile C
is assumed? A priori it 1s not clear from the basic HPD cost model what
the answer is, although it would seem that T7SC might be fairly sensitive
to variations in missile specification because the missile cost function,
F(M), shows up quite prominently in both investment and operating cost.?*
To examine this question, let us take the Case 1 specifications and use

.

8¢ Refer back to the basic HPD cost model, pp. 177-178.
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the model to test two variations: a = 2.3 (representing missile B) and
a = 0.9 (representing missile C). (Call this Case 5.) The results, shown in
Fig. 7.8, do not suggest that 7SC is dramatically sensitive to variations

26

wlb o=14,23, 09
H=3

My =10

B =0.004

Y=10

2+

Missile B, a0 =2.3

Missile A, a=1.4

Total system cost {§ billions)

Missile C, a =0.9

b
0 50 100 150 200 25G

Number of force units (N)

Fig. 7.8 - Total system cost versus force size for Missiles A, B, and C (Case 5)

in a. But here, the number of U.E. missiles per force unit (M,) is held
constant at 10. Would ihe resuits be simiiar for higher values of A,?
Suppose we modify Case 5 and explore this possibility: Let M, vary over
its entire range for two force sizes N =150 and N = 250. (Call this Case 6.)
The results are presented in Fig. 7.9. It would seem that the differences in
total system cost attributable to the type of interceptor missile used in the
system tend to increase as M, increases. These Jifferences aiso tend to be
greater as force size (N) increases. These influences are portrayed in a
different way in Fig. 7.10, where total system cost 1s plotted as a function
of missile type (represented by a) for M, = 10, 30, 50 and for two force
sizes N = 150 and N = 250.

In the cases examined so far, total system cost is either moderately
sensitive or very sensitive to key system parameters that we have chosen to
vary. Is it possible to ofter examples of insensitivity ?

In Cases 1 through 6 the hardness level index (H) has been held constant
at H = 3, for which value F(}) = 1. What if higher values of H are speci-
fied? Would the impact on 7SC be very great? A priori, we would think
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%~
2 =3 -0 =2.3
B =0.004 N =250
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Fig. 7.9 — Total system cost versus M, for a = 0.9, 1.4, 2.3 and N = 150 and 250 (Case 6)
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not; but let us exercise the model and find out. Suppose the specifications
for Casc 1 are used, except that H is permitted to vary over its entire
range (H = 3, ..., 20) for three levels of total force size, N = 100, 150, 200.
The results are portrayed in Fig. 7.11. Here it is evident that HPD 7SC

18

16 -

Toral system cost ($ billion)

0 1 1 | 1 L i | | L )
0 2 4 6 8 10 12 14 16 18 20

Hardness tevel index (H)

Fig. 7.11 - Total system cost versus hardness index for 3 levels of force size

is not very sensitive to variations in H,?% and that this conclusion is
independent of force size. Again, this is something that the systems
analysts would want to know. For one thing, if we are uncertain about
what degree of hardness might be required in the future, the lack « f TSC
sensitivity to variations in 4 means that we need not worry very much
about the implications of such uncertainty as far as the cost considerations
are concerned — at least over the range of H considered in the analysis.
The implications for system effectiveness, however, could be more
imporiant.

As a final example, let us use the model to calculate two extreme cases:
one representing the set of most expensive HPD configurations and one
representing the class of least expensive system configurations. Te do this
we shall specify the following sets of inputs to the basic HPD cost model:

ATSO)
oH

%* That is to say: =0
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|

Input H High Low
Item Yalue Value
a 2.3 09
H 20 |' 3
M, 50 10
g 0.004 0.002
) 4 15 5
N . 50-250 50-250

48 -

40

Total system cost ($ biition)
~
o~
+

(<.

0 L i 1 1
0 50 100 150 200 250

Number of force units (IN)
Fig. 7.12 ~ Total system cost versus foroe size: High-Low cases

reader may be somewhat surprised at the size of the region between the
high and low curves. While our example is hypothetical, the results
portrayed in Fig. 7.12 are not atypical of those obtained from real life
cost models used to support the long-range planning process.

The reasons for such large 7.SC regions are many and varied; but one
of the main ones is that when the time horizon extends 5, 10, or more years
into the future a wide range of options is open for consideration. In the

HPD example this means a broad range of possible system configurations
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(including number of years of operation), which in turn happens to have
widely varying impacts on TSC.

Another way to view the matter is in terms of uncertainty. For the
distant future, major “‘statc-of-the-world” uncertainties abound. These
uncertainties imply a varicty of possible system configurations, each sct of
which relates to a different part of the total state-of-the-world spectrum in
the future. In a sense, then, the range between high and low cases, like that
portrayed in Fig. 7.12, reflects the extent of major uncertainties ¢xisting
in the area of national security being studied.

Lessons from This Example
Let us conclude our illustration at this point and sum up. While the simple
model sed in the example is only moderately representative of reality, it
hopefully served as a pedagogical vehicle for helping to make s¢veral main
points about cost models.

These are:

1. A cost mode] may be viewed as an tegrating deviee for system-
atically bringing together the various factors on the input side
(cost categories, system configuration specifications, estimating
relationships, and so on) and relating them to some specific type
of output-oriented military capability in the future {(hardpoint
defense in our example).

. The use of such an integrating device can facilitate the analytical
process by:

a. Helping the cost analysts gain insights into the problem at hand:

b. Helping the cost analysts to serve better the systems analysts 1n
the sense of having the capability to provide readily estimates of
resource impact associated with a wide range of questions that
good systems analysts typically must explore

¢. Helping to organize an efficient computational procedure,
whether automated or not, so that a range of relevant cases can
be properly examined and various sensitivities explored.

ro

. Cosi models and computer programs (automation) should not be
viewed as being synonymous. Building a representation of reality
(the model) appropriate to the ciass of problems under considera-
tion is the primary objective. Automation is secondary. However,
when automation (in full or in part) can be accomplished without
significant sacrifices in the representation of reality, it usually
should be attempted. Even partial automation can often greatly
facilitate the capabulity to de sensitivity analysis.

W)
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Types of Cost Models
Let us now return to the categorics of cost models outlined 1 the intio
duction to this chapter:

l. Resource requircments submodels.
2. Individual system cost models.

3. Mission area Force-mix cost models.
. Total force cost models.

F IS

Each of these is discussed bricfly in the following subsections.

Resource Reguirements Submodels

As pointed out carlier, resource requirements svimodels are usually a
part of a model in some broader context. Indeed, they may be developed
for almost any category in the overall input structure. However, the more
formal types of submodels arc usually constructed for those cases where
the resource impact is likely to be relatively large, where analytical prob-
lems have to be explored in some depth in their own right, or where the
computational burden is significant. Examplces of arcas where such models
have been used include major equipment requirements and costs, man-
power requirements, personnel training requircments and costs, and
facilities requirements and costs.

Let us take the major equipment area and discuss it in more detail.
Consider, for example, the case of a fleet of future manned aircraft
designed for continuous airborne duty on a series of stations covering a
large geographical arca.?® In instances like s, total system cost is highly
sensitive to the total number of aircraft required to perform the mission.
The tota! number of airciali required 1n the system is, in turn, very much
a function of such variables as aircraft performance characteristics
(especially endurance), fly-out distance from base to station, number of
stations, aircraft maintenance policy (one, two, or three shifts), and the
like. Thus, the task of computing and analyzing total system aircraft
requirements for a range of hardware and operational concept characteris-
tics can be substantial. Here is an example of a case where the effort
ir.voived in constructing a rather formal aircraft requirements submodel is
iikeiy to pay off in terms of greatly facilitaung the cost analyst’s under-
standing of the problem and hence his ability to support the systems
analysis process.?” In addition to dealing with aircraft requirements, such

1* A case in peint is the antisubmarine warfare (ASW) mission example presented in
Chapter 4, pp. 82-85.
37 Such models have been developed and used in praciice. For example, sce R. L.

Petruschell, Project Cost Estimating, P-3687 (Santa Monica, Calif.: The Rand Corpora-
tion, September 1967).
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a model could also be designed to draw upon a data bank of reievant
aircraft cost functions (including cost-quantity relationships), so that once
aircraft requirements are computed, the dollar cost impact can alsc be
determined.?®

Individual System Cost Models

Our hardpoint defense illustration is an example of one type of individual
system cost model.?® It is 2 rather specialized model in that it pertains
only to the HPD part of ballistic missile defense. The model is also
“static’” in the sense that no provision is miade for explicit treatment of
time-phasing of resource impact by fiscal year over a period of years. The
output is in effect an index of cost consisting of the sum of costs for research
and development, investment, and a stipulated number of years of
operating.

Other individual system cost models can be somewhat diffcrent, of
course, from that used in our example. For one thing, they might be much
more general. They could, for example, pertain to a range of types or
missile systems - not just to IIPD. (If this were true, the input side of the
model would have to be more “open-erded” than the HPD case.)

And, indeed, some of these models are structured quite gencraliy, «ith
a view to automation (at leact in pait), and with provision for storiug a
sizable data bank of estimating relationships covering a wide range of
hardware and operational concept configurations within the relevant class
of weapon systems. Here, the inputs to the model would be primarily sets
of system description information, and the computer program would
automatically select the appropriate combination of e¢stimating relation-
SuiLs (6 use In any given case.

individual system cost models may also be structured in terms of the
form of output that is desired. For example, if time-phased cost estimates
are required, then explicit provision must be made for inputting major
equipment delivery schedules, force unit activation schedules, or some
other form of timetable of projected military capabilities. The model must

28 For example, see H. E. Boren, Jr.,, DAPCA: A Computer Program for Determining
Aircraft Develapment and Production Cost, RM-5521-PR (Santa Monica. Calif.: The
Rand Corporation, February 1967).
2% For examples of uther types see:

(1) T. Artbur Smith, *Army Force Cost Models - An Example,” in T. Arthur Smith
(ed)), Econcmic Analysis and Military Resource Allocation (Washington, D.C.: Office,
Comiptroller of the Army, 1' €8), pp. 65-78. {An Army division cost model.)

(2) Report No. NADC-AW-6734, System Cuosi and Cperational Resource Fraluator
(SCORE) Executive Ruutine, published by the Naval Air Development C-rter, War-
minstei, Penqsylvaaia, (A general-purpose computerized model for estimating weapen
system cost.)
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then contain a procedu:e for tying the cost estimates to the specified
timetable and for peierating alternative patterns of timing of the cost
impacts.

A frequently used approach is to make the tasic calculations on the
basis of deliveries or force unit activations, and then to use a series of lead
and lag factors to convert the basic calculations into time-phased estimates
of toial obligational authority, eypenditures, or some other alternative
form of time-phased output. Finally, a procedure may be included in the
model for handling alternative assumptions about time preference - that
is, assumptions about alternative discount rates. The final output will
therefore be in a form similar to that discussed in Chapter 4 and illustrated
in Figs. 4.12,4.13,and 4.14.

Provision can also be made in the cost model of an individual system
for computing total system costs in specific relation to various measures
of system output or effectiveness, such as cost per pound of payload in
orbit, cost per sortie, cost per target killed, and the like. Thc example
concerning antisubmarine warfare presented in Chapter 4 is a case in
point, since the cost model calculated total system cost per pound of
payload on station as a junction of aircraft payload weight for several
tynes of aircraft. (See Fig. 4.10 in Chapter 4.)

Mission Areu Force-Mix Cost Models

In Chapters 2 and 4 we referred to systems analyses of alternative force
mixes in some mission area:

1. Mixes of land-based and sea-based tactical airpower.
2. Mixes of airlift, sealift, and prepositioning.
3. Mixes of strategic offensive and defensive forces.

Studies involving comparisons of alternative force mixes have become
incrzasingly important in recent years. Svstems analysts have come more
and more to realize that in :nany cases simple intersystem coiparisons are
too narrow to produce meaningful results. In principle the solution is to
examine total forces, the limiting case being the total Departnient of
Defense force structure. In practice, however, total force contexts are likely
to be too broad, especially with respect to effectiveness considerations.

A reasonably workable middle ground is the study of a mission area
force mix, which is, in effect, a major subset of the total force. Here,
enough of the total problem is included to permit taking into account most
of the relevan* interactions among weavon and support systeins and otker
types of activities, At the same time the context is limited sufficiently to
permit a considerable amount of useful analytical work.
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A salient {raturc of mission area force-mix comparisons is that more
often than not they cut across agency lines: that is, they involve projected
military capapoilities for some combination of the Army, Navy, and Air
Force. Obviously, we couid not very well do a force-mix study of the
strategic offensive and defensive forces without considering the Navy’s flect
ballistic missile systems and the Army’s ballistic missile defense system in
addition to the Air Force’s projected systems. Nor could we study tactical
airpower for the future without considering proposed capabilities for the
Navy’s sea-based systems in addition to the Air Force’s land-based systems.

Let us now turn to force-mix cost considerations — cost models in partic-
nlar. We shall not discuss mission area force-mix cost models in great
detail here, because an example of one is presented and discussed in some
depth in Chapter 9.3°

The reader may well question why we have included mission area force-
mix cost models in our categenzation of cost models. If we have a reason-
ably complete inventory of individual system cost models, why cannot
thesc be used in dealing with a force-mix problem ? Are not the outputs of
the individual models simply additive, so that the cost of a proposed force-
mix alternative could be easily obtained from the componeats? On the
other hand, :f we have a tota! force structure cost model, why cannot it be
used to estimate the cost implications of alternative proposals for a mission
area subset of the total force? These are reasonable questions. We shall
have to try to answer them.

Now it may be true that for some problems the analysts could essentially
take estimates derived from individual system cost models and merely add
them up. However, this is not true in general. One reason is that there may
be significant interactions among the components of the force mix that
should be taken into account. The proposed phase-out of systems in one
part of the mix might free resources (such as base facilities and personnel)
that could be used by systems postulated for concomitant phase-in in
another part of the force mix. If the objective is to estimate the incremental
cost of the stipulated mission area force mix, then these interactions shouid
be taken into account. Simple addition of cost estimates obtained from
individual models in isolation from one another might well produce the
wrong result.

Moreover, other costs, which are usually excluded from individual
weapon system models, ma: have to be taken into account. For example,
the costs of command and administrative activities — which are primanily

30 Moreover, some of the points made regarding total force structure cost models in the
following section apply to mission area force-mix models as well.
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194 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

a function of mission area force size rather than mix — would have to be
included in the estimated costs of proposed force mixes which are signi-
ficantly larger than those currently planned.

Simiiar problems arise if we attempt to use a total force structure cost
model to deal with mission area force-mix problems. In principle, this
should be possible. However, there is a difference here between principle
and practice, primarily because most total force models are “total” for
only one service: the Army, the Navy, or the Air Force. Since most
relevant mission area force-mix problems are interservice in nature, the
typical solution to this problem has been simply to develop a more or less
specialized force-mix cost model tailored just to the requirements of the
problem at hand,*! drawing of course on individual system cost models
wherever possible.

There are other difficulties as well in using total force structure models.
For example, it is not always clear that the structure and estimating pro-
cedures of the separate models are reasonably consistent with one another.
And, unfortunately, it is rare that a given group of cost analysts has access
to more than one of these models.

Thus, as systems analysts increasingly focus their attention on studies of
mission area force mixes, the cost analysts must continue to build models
of this type.

Total Force Cost Models
Total force cost models, as we have just seen, are designed to span a
broad context - presently the boundaries of an individual service. To the
knowledge of the author, no Department of Defense-wide analytical cost
model exists today;>2 nor is one likely to be developed in the near future.
To put the matter very simply, the main purpose of a total force cost
model is to estimate the resource impact of proposed alternative total force
structures for a given military service. A force structure is a time-phased
specification of numbers of force units (such as divisions, carrier task
forces, or squadrons) by fiscal year over a period of future years for a
selected complete set of weapon and support systems.3® A postulated force
structure is the primary, though by no means the only, input to a total

31 An example for strategic offensive and defensive forces is presented in Chapter 9.

32 That is, “‘analytical” in the sense that we are viewing cost models in this chapter. In
principle, a consistent Department of Defense-wide total force model could be developed.
But it would be a tremendous task - one that is probably not feasible in the near future.
33 Here again we are using the word “'systems"” in a broad sense. In addition to military
capabiiities traditionally referred to as systems (the Minuteinan weapon system, the
Polaris weapon system, the Nike weapon system, and the like), we use the term to include
Array divisions, Navy task forces, and so on.
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force cost model. The main outputs are estimates of time-phased manpower
requirements and of time-phased dollar costs (total obligational authority

or expenditures). These outputs are typically identified from any of several
points of view:

1.

general purpose forces, transport forces, and so on).

. Prograimn elements (such as weapon and support systems) within
each major program area.

. Major cost category (research and development, investment, and
operating cost).

Summary resource and functional categories (for example, pro-

curement, construction, operations and maintenance, and military
personnel).**

Total force cost models must of necessity be at least partially automated,
since determining the time-phased cost impact of even a single 10-year
plan for one of the military services typically involves several hundred
thousand calculations. To carry out such an exercise entirely by hand com-
putation would require an unacceptably long time. In most service force
planning deliberations the planners typically examine not just one plan
(total force structure) but many alternatives ~ sometimes as many as 50 ~
and the resource impact of all the alternatives must be estimated within a
reasonable period of time. Planners cannot wait several months for the
results. Because a total force cost model must thus have a relatively short
“turnaround” time, it must be automated wherever it is possible to do so
without seriously compromising the basic estimating procedures used in the
model.**

Another motive for automation is related to one of the distinguishing
features of a properly structured total force model: the capability to take
into account certain interactions among program ¢lemeants in the force in

3% For an example of a cost format structured in these terms, see Tabie 4.2 in Chapter 4.
3% Turnaround time is typically very much a function of the particular force structure
being examined. If it is similar in content to a case calculated previously, it can essentially
be treated as an iteraiion of ihe previously run case. Here, turnarcund time can be very
short - perhaps a matter of several hours. At the other extreme, if a postulated force
structure contains new weapon systems for which key estimating relationships are not
contained in the data bank, the turnaround time can be long - sometimes several weeks
ot longer. In such cases a research effort is required to assemble and develop the neces-
sary input data.

In general, short turnaround time requires the availability of a well-stocked cost data
bank of estimating relationships and other key input data, and a well-trained staff of

cost analysts. WNo amount of automation can significantly make up for serious deficiencies
in either.

Major program area (strategic offensive and defensive forces,
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4 way that is not possible in smalier models, We have already referred to
this point briefly in the discussion of mission area force-mix cost models.

To assess properly the incremental cost impact of proposzd force struc-
tures, the model must be able to estimate net resource requirements in
several areas, especially facilities, personnel training, fuel stocks, and
general purpose equipment. Systems and activities proposed for phase-out
in one part of a projected force structure may free resources (such as
trained personnel) that may be used by new systems postulated for phase-
in in another part of the force.

This so-called “inherited assets’ problem can best be dealt with in the
context of a projected total force for the particular service under considera-
tion.3¢ Thus, a properly structured total force model should contain auto-
mated subroutines which will *“‘search™ a projected total force structure,
pick up surpluses of assets made available by phase-outs, and redistribute
these assets to new systems or to existing systems projected to remain i..
the force. For example, a cost subroutine for personnel training would
search a proposed total force structure for numbers and types of personnel
made surplus by phase-outs, and “assign’’ these personnel to riew systems
or activities. The initial training costs associated with this inherited man-
power would be either zero or the cost of transition training. In cases
where no personnel resources were inherited, gross requirements for new
systems and for replacemeiit personnel for activities remaining in the force
would be equal to net requirements,?’ and initial training costs would be
computed on a full cost basis - that is, personnel would be assumed to be
trained from scratch.

Ve should emphasize that the automated subroutines designed to deal
with the inherited assets problem need not (indeed, cannot) use refined
estimating methods. This is so because in long-range planning “first
approximation’ estimates of cost are usuaily all that is required, and in
most cases all that is attainable. The output of the types of subroutines
referred to here is in keeping with the accuracy requirements of long-range
planning. Use of these devices in the programming of near-future activities
would not be appropriate.

So far, tv;o distinguishing characteristics of total force cost models have
been mentioned: their broad scope and their consequent ability to take
into account more completely certain interactions among the program
elements in a total force. One other characteristic is worthy of mention.

3¢ In principle the problem should be handled Department of Defense-wide. As men-
tioned earlier, however, such broad contexts, while correct in principle, cannot be dealt
with in practice at present.

37 Gross requirements minus inherited assets equal net requirements. -
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Since the objective of a total force model is to estimate the total cost of a
projected total plan to a service, specific provision must be made for pro-
cedures to determine the estimated costs of numerous service-wide support
activities. These costs are not (and should not be) included in intersystem
and mission area force-mix ¢ st studies.

Examples of service-wide support activities are: basic research and
exploratory (nonsystem) development, the service acadeinies, support for
major command headquarters and the service's headquarters in the Pen-
tagon, service-wide supply system operations, service finance center opera-
tions, service-wide communications networks, and so on. Since the nature
of these activities is not primarily a function of the combat force mix, their
costs are not allocated to combat program elements, or even to primary
mission areas (such as strategic operations or continental defense).’®
Typically, these general support costs account for a major fraction of the
total cost of a service’s long-range plan — sometimes as much as a third or
more.

Present total force cost models usvally deal with the general scpport
area in highiy aggregative terms. Basically, the idea is to try to distinguish
among (1) those service-wide support costs which are essentially indepen-
dent of the size of the combat force structure and which may be projected
more or less on a “‘level of effort” basis; (2) those support costs which
may be appropriately projected as a function of the total combat force size;
and (3) those which must be given special treatment (usually calculated by
hand outside the model).

So much for our brief description of total force cost models. Let us now
consider their uses.

In view of what was said in the discussion of mission area force-mix cost
models, the reader may well question the utility of total force cost models.
If systems analysts do not have analytical techniques to evajuate total
force structures (especially those required to estimate effectiveness), why
should cost analysts expend the considerable effort required to build total
force cost models, to operate them, and to keep them updated ? Part of the
answer has already been given: sucn models allow us to take into account

certair interactions among nrogram elements within and across various
. interactions g program elements within and across var

31019441 AL S

mission areas. But other reasons might be mentioned.

3% Similarly, general support costs in a given mission area are not allocated to the end-
product program elements in that mission area - for example, a pro-rata share of the
operating costs of Headyuarters, Strategic Air Command is not identified with the
Minuteman weapon system. This goes back to a basic principle set forth in Chapter 4:
arbitrary, accounting-type cost all.cations are inappropriate in cost analyses done in
support of the systems analysis process.
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In the first place, the fact that systems analysts do not as yet have methods
for quantitatively analyzing the effectiveness of total force structures docs
not in itseif imply that tota! force cost models cannot be useful in the long-
range planning process. For one thing, such models can be used to calculate
a set of relevant equai-cost total force structure alternatives. With the cost
aspects of the problem “normalized,” so to speak, the decisionmakrs can
then better concentrate their attention on the utility considerations, with
the aid of whatever partial effectiveness measures the systems analysts can
provide. 1his is a significant point, because it is very difficult, if not impos-
sible, to make effective comparisons if the costs and the effectiveness of
alternatives are both varying at the same time. Since the determination of
equal-cost alternatives over a number of years in the future is a difficult,
iterative process, especially for total force structures, total force cost
models of the type we have been discussing are aimost indispensable in
making the process feasible.

Moreover, these models have an important role in another process.
Each of the military services must periodically prepare an official descrip-
tion of its total force structure plan for the distant future. These plans,
which are submitted to the Joint Chiefs of Staff and to the Office of the
Secretary of Defense, provide the point of departure for the annual plann-
ing, programming, and budgeting cycle for the Department of Defense.

In the more distant past, these plans were developed for the most part
on a “pure requirements’ basis. That is to say, the plans represented the
total force size and mix that the services wished to have, assuming essentially
no resource constraints. The results were exceedingly visionary, and -
predicatably enough — had little or no impact on what actually was approved
in the real planning process.®

In recent years, however, the services have been required to develop their
long-range force structure plans with resource constraints taken into
account explicitly. This has meant that cost considerations have had to
enter the planning process at the outset.

At the present time, force planners typically go through an iterative
process of ‘“‘cutti ‘g and piecing,” “‘putting and taking,” and exercising
many alternatives. Most of these alternatives have to be “costed cut™ in 2
proximate fashion to see whether they generate unacceptable levels of cost
in the future or infeasible peaks in certain years. Here we have an excellent
example of a situation where a total foice cost model can be extremely

39 It was not uncommon for the services to develop projected force structures whiqh
implied future cost levels twice as high as those programmed for the near future (in
terms of constant dollars).
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uscful. Indeed, it is difficult to imagine how the planning process could be
carried out without such mod-ls. The services do in fact use them.

Finally, let us consider still another use of total force cost models. In
many instances cost analyste have found that developing, operating, and
updating these models provides insights and knowledge about ihe insti-
tutional and structural “‘ecology” of a given service that is otherwise
difficult to obtain. This, in turn, has facilitated doing a better job in cost
analyses of narrower problems - such as intersystem comparisons and
mission area force-mix comparisons. It has also helped in better organizing
the cost analysis activity’s own research program concerned with develop-
ing new concepts and analytical tools.

A related point concerns the uscfulness of the output of total force cost
madels to systems analysts — not in a technical analytical sense, but rather
in orienting them to appreciate the full scope of their concern. In carrying
out an intensive study of a rclatively small subset of a total force, systems
analysts can become overly parochial. Experience has shown, however,
that this parochialism can be tempered somewhat by exposure to total
force structures and their estimated resource impacts. Oftentimes the result
is a more enlightened and useful analysis of the smaller problem itself.

In summary, total force structure cost mcdels, in spite of institutioral
and practical constraints on their development and use, can be very helpful
in grappling with certain kinds of long-range planning problems. Rather
than emphasize their current limitations in use, we would instead stress
their potential for the future.

In this spirit, and in terms of technical improvements, presently used
total force cost models need bolstering in several areas. One, for example,
concerns the deveiopment of better subroutines or submodels for dealing
with the interaction problem. Also, improved methods and techniques are
needed for estimating the cost of service-wide support activities. In sum,
much remains to be done in this important area of cost models.

Summary

The subject of cost models is very broad, and a single chapter can hardly do
it justice. Our aim has simply been to give the reader a general idea of what
cost models are like, and, more important, the role they play in helping the
cost analyst in his job of serving the systems analysis process.

A cost model may be viewed as an integrating device designed to faciii-
tate the analytical process by bringing together the various factors on the
input side and relating them to some type of output-oriented military
capability in the future. ,

We attempted to illustrate this through the use of a highly simplified
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cost model: an inaividugl system cost modei concerscd with haid pomnt
defense. The structure of the model was Jdescribed, and then the modc! was
“'exercised”’ to show vsricus outputs und their selation to specifications
from the input side. The abjactive here was to mdicate briefly how the
model might be used to help guin insights into certaim types of questions —-
from the standpoint of both the cost analyst and the systems analyst. Con-
siderable eraphasis was placed on sensitivity gnalysis.

Cost models may be categorized and discussed in many different ways.
Several of these were pointed out, and the following claszification - based
on the size of the domain being modeled -- was discussed at length:

I. Resource requirements submodels.
2. Individual system cost models,

3. Mission area force-mix cost models.
4. Total force cost models.

All of these models are important, and military cost analysis depends
on all of them. However, we did stress the growing importance of mission
area force-mix cost models at the present time. Systems analysts huve come
more and more to see mission area force-mix comparisons as feasitle and
meaningful analytical work. Such work is not unduly narrow, yet it is not
so broad as to preclude substantive analysis. Cost analysts have therefore
had to devote increasing attention to cost models designed to serve this
important area. In the more distant future, however, some form of tota! force
structure cost mode! may gradually begin to replace mission area models.

The chapter also emphasized that cost models and computer programs
(automation) are not synonymous. Building a representation of reality
(the model) appropriate to the class of problems under consideration is
the primary objective. Automation is secondury. However, when auto-
mation (in full or in part) can be accomplished without significant sacrifices
in the quality of the model, it usually should be attempted. Even partial
automation can often greatly facilitate the capability to do sensitivity
analysis.

Sugpested Supplementary Readinge

1. R. L. Petruschell, Project Cost Estimating, P-3687 (Santa Monica, Calif.: The Rand
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2. R.D. Specht, **The Nature of Models,” Chapter 10in E. S. Quade and W. 1. Boucher
(eds.), Systems Analysis and Policy Planning: Applications in Defense (New York:
American Elsevier Publishing Co., Inc., 1968). (A good general discussion of models
and mode; building.)

3. T. Arthur Smith, “*Army Force Cost Models -~ An Example,” published in T. Arthur
Smith (ed.), Economic Analysis and Military Resource Allocation (Washington,
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Introduction

We have now come full circle, baginniag with our early esnphasis on the
nature and importance of an output orientation, following that with a
detailed examination of inputs, and concluding - in the iast chapter - with
a discussion of cost models, which returns us to the matter of ouiputs.
We could, therefore, proceed directly to examples of systenis analyses and
show how the cost considerations are handled in each case. But before
turning to these topics, it would be worthwhile to pause briefly to cons:der
certain special subjects that deserve particular emphasis. The first two have
aiready been mentioned in previous chapiers; the third has not. Each is
central to an understending of military cost analysis:

1 et g g AN i 8. o o™ o "B M A 8 o
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1. Tize treatment of uncertainty.

2. The treatment of problems associated with time.

3. The role of wartime costs: are they relevant or not in systems
analyses of long-range planning problems?

Let us consider these topics in turn.

Treatmcnt of Uncerininiy

Practically all aspects of life in the real world are in one way or another
subjected to risks or uncertainties. Even in so seemingly simple a task as
laying bricks, uncertainty is apt to be present in a very real way:

Ponder for a moment the experience of the Barbados biicklayer who wroie the
} 1 following letter requesting sick leave of his employer:
; “Respecied sir, when  got to the building, 1 found that the hurricane had knocked
\ some bricis off the top. So 1 rigged up a beam with 2 pulley at the top of the bunding
' and hoisted up a couple of barrrls full of bricks. When ! had fixed the building,
| there was a lot of bricks left over.

-
Y L e R Y

f "I hoisted the barre! bazk vp again and secured the line at the bottom, and then fe

went up and filled the barrel with extra bricks. Then 1 wernt 1o the boitom and cast E}

off the line. 2

“Unfortunately, the barrcl of bricks was heavier than ! was and before 1 knew waat g

! was happening the barrel staried down, jerking ms ofl the ground. § decided to hang .
| on aad halfway up ! riet the barrel coming down and received a severe blow on the %
shoulder. =
2010 2
1

E IR
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“1 then continued to the top, banging my head against the beam and getting my
finger jammed i the pulley. When the barrel hit the ground it bursted its bottom,,
allowing all the bricks to spill out.

1 was heavier than the bancei ano so started down again at high speed. Halfway
down, 1 met the barrel coming up and received severe injuries to my shins, When 1
hit the ground 1 landed on the bricks, getting scverai painful cuts from the sharp
cdges.

At this point 1 must have lost my presence of mind, because 1let go to the line,
The barrel then catae down giving me another heavy blow on the head and putting
me in the hospital.

*I respectfully request sick leave, ™

As indicated numerous times in this book, uncertainty is a key characteris-
tic of the types of long-range planning problems typically addressed in
systems analysis studies. Uncertainty, perhaps more than anything else,
tends to compound the severity of the analytical problems faced by systems
analysts. So much so, that we may be tempted at times to *“‘simplify the
situation” by couducting the anaiysis in terms of “‘certainty equivalents”
(using, say, “‘expected values'). While this may be permissible in special
cases, it 1s not to be reccmmended as appropriate general practice, since
it can often result in furnishing the decisionmakers 'vith misleading
information.

The point, in its most general teems, is that analysts must face up to
uncertainty explicitly and use the concepts and techniques appropriate to
the problein at hand. The purpose of the discussion in the following
paragraphs is to indicate how the cost analyst can do so.

Background Discussion

Let us begin by considering the difference between risk and uncertainty.
This is in part a question of semantics, and for some purposes the dis-
tinction between the two terms is not important. In this context, however,
it seems desirable to make a technical separation.?

A risky situation is one in which the outcome is subject to an un-
controllable random event stemming from a known probebility distribution.
The toss of a true coin, for example, involves a risk, with the probability
of a head turning up being 0.5. An uncertain situation, on the other hand,
is characienized by the fact that the probability distribution of the
uncontrollable random event is unknown.

Y C. J. Hitch, Unceriaintic: in Operations Research, P-1959 (Santa Monica, Calif.: The
Rand Corporation, April 1960), pp. 6-7.

2 We stall use the same distinction as that made by Albert Madansky in Chapter 5,
*Uncertainty,” contained in E. §. Quade and W. 1. Boucher, (eds.) Systems Analysis
and Poliry Planning: Applications in Defens- (New York: American Elsevier Publishing
Co., Inc., 1968).
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Oftentimes probability distributions are assigned to uncertain cituations,
but these are of neccassity subjective in nature. That is, they are based on
the personal judgment and experience of the analyst, the decisionmaker,
or someone el:e regarding the relative “likelihood” of unknown events.
They are noi bassd ~u incontrovertible empirical or theoretical
derivations.?

We now see why the title of this subsection is * treatment of uncertainty.”
Rarely in systems analysis stucies, and in cost analyses in support of such :
studies, are objcctive probadilities available. For the most part the types .
of problems ireated irvolve situations of uncertainty rather than of risk. ‘

Lzt us turn nov. to a discussion of uncertainty in the context of cost
analysis per se. Although here t::. .2 e concern is with cost analysis, we
must keep the tural problem tn uiina. Cost analysis does not exist in a
vacuumi. Cost analyses of future proposals are made for a purposc; and in
terms of long-range planning that purpose is usually to provide inputs to a
total sysiems analysis or decicionmaking acuivity involving many con-
siderations otner than cost. It should te¢ cmphasized that thess “‘other
consideraucns” (involving utility or “‘effect.veness’™) are also plagued by
uncertainties — often greater than those faciag the cost analyst.

Can we gain any significart insights into the uncertainty problem facing
military cost anaiysts by examining the historical record? Suppcse, for
example, we were to attempt (0 compare cost estimates of r.roposed new
military capabilities (such as weapon systems) made du:ing the conceptual
phase of development with estimates (or even actua! ~ost information)
obtained during a much later stage in the program -- say at the time of
phase-in to the operational fcrce Call ihe early es mate C, and the late
estimate (or actual) C,. Js the ratic C,/C, typically different from unity,
and if so, by how much?

Several empirical studies of this type have been made, using data from
the 1950s and early 1960s. Most of them pertain *o the hardware portion
of total packazes of military capabilities.* A few (all unpubiished) pertain
to total weapon systems. The results are similar in both cases.

These studies indicate that the ratio C /C, is typically substantially
greater than unity, even afier adjusting for price ievel increascs during the

3 §f the latter were the case, we would be dealing with s risky situation and the distri-

buticn would be called an ohfective probability distribution. -
* For example, see Merton J. Peck and Frederic M. Scherei, The Weapons Acquisition :
Process: An Economic Analysis (Boston: Division of Research, Graduste School of i

Ae A W .

Busir~ss Administ-ation, Harvard University, 1962), pp. 21--23; and Robert Summers,
Cost Estimotes as Prediciors of Actual Weapon Costs: A Study of Major Hardware -
Articl:s, RM-3061-PR (abridg. ) (Santa Monica, Ca'i.: The Rand Corporation, .
March 1965). 3
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time interval examin=d, and after adjusting for differences in quantity. The
adjusted or “normalized” ratios tend to average about 2 to 3.° These
numbers may be viewed as one crude measure of uncertainty in cost
analyses made in the past.® It is doubtful that future environments will be
any less uncertain. '

The question arises as to why early estimates of the costs of future
military capabilities tend to be lower than actual totals or estimates made
later in the system acquisition cycle.” Is it because of inherent deficiencies
or “errors” in tne cost analysts’ tools (such as estimating relationships) ?
Or is it because mission requirements change over time, with the result that
weapon system configurations must be changed (often with attending cost
increases) to meet the more demanding requirements ?

The historical record seems to indicate that both of these factors play a
role. Which is the more significant? Unforiunately, the form of the data
in the historical record available to researchers does not permit deter-
mination of a defensible quantitative answer. Yet the case histories (which
are mostly qualitative in nature) suggest that the primary source of
differences between early and late estimates is traceable to the second
factor ~ ‘“‘requirements uncertainty.’” The first factor, which may be called
*“‘cost-estimating uncertainty per se,”’ seems to be relatively lcss important.
The conclusion of one of the evaluations oi the historicai record in the
major equipment area is as follows:

... In principle it would be possible to factor into two parts the tetal error in cost
estimates as they are prepared: (1) the part due to errors in the costing of the con-
figuration supplied to the cost estimator (i.e., the intrinsic error in cost estimating)
and (2) the part due to changss in the configuration as developrnent progresses.

3 Usually we find considerable variability around these averages, with the frequency
distribution of the ratios skewed to the right. Only a few of the ratios are less than unity,
while a number of them "tail off " to the right beyond the mean. In one study of the
hardware area, the ratios ranged from 0.7 to 7.0. (See Peck and Scherer, cp. cir., p. 22.)

¢ At this point the reader may wonder whether these ratios reflect uncertainty or bias.
We cannot answer this question with high confidence. However, examination of the
underlying details of the information and data base used to derive the ratios suggests
that uncertainty is probably the imain facior,

The 1950s and carly 1960s - the period considered in these studies — were a time of
marked reassessments regarding state-of-the-world uncertainties (the threat, future
technological possibilities, and so on). For the most part, these reassessments led to
increased mission requirements and hence more stringent weapon system specifications.
We should not conclude from this particular period of history, however, that there is a
general “systematic upward bias” that can be predicted for the future. In short, it would
seem more eppropriate to interpret the dats in terms of uncertainties rather than in
terms of biases.

? Recall that we have “normalized out” price level changes and effects attributable to
variations in quantity.
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In practice it has not been possible to carry out this separation. However, it is our
belief that the intrinsic errors in costing a fixed configuration tend to be small
relative to the other source of error in the costing of most major items of mili.ary
equipment.®
Numerous reasons may be given for changes in configuration of pro-
posed new military capabilities as thiy proceed through the acquisition
cycle. The reasons for these changes are in turn the main sources of what
we are calling requirements uncertainty. Some examples are the following:

With respect to the system’s hardware, the original design may fail
to meet the desired performance characteristics, and as a result the
hardware configuration has to be changed. Or sometimes per-
formance characteristics themselves may be changed in response
to a change in the projected threat, with a resultant change in
hardware specifications and hence cost. Another possibility is that
an attempt may be made to obtain the system sooner than was
originally intended by substituting resources for time.

. A change in system specifications may be induced purely by errors

of omission in establishing requirements initially for some part of
the system. For example, early in the irtercontinental ballistic
missile program, this happened with respect to the ground support
equipment (GSE). Correction of the error led to rather marked
changes in sys’em GSE requirements, and hence to an increase in
GSE cost.

. Such change may have an indirect effect on other parts of the

system. Personnel requirements, for example, may be changed -
and a change of that sort is often very sensitive to changes in the
coerational concept of the system (for example, the degree of
system dispersal or alert capability).

. The strategic situation may change. This may lead to a respe:if-

cation of hardware performance characteristics. Or, even if the
hardware is not affected, the method of deploying and employing
the system may have to be changed. For example, to reduce
vulnerability of the system to surprise attack, a higher degree of
dispersal, hardness, or alert capability may be required to meet the

Marshall and W. H. Meckling, Predictability of the Costs, Time and Success of

Developmen:, P-1821 (Santa Monica, Calif.: The Rand Corporation, December 1959),
p. 9. Similar conclusions hold for total wezpon systems and forces.

The present author has also attempted to quantify the relative importance of cost
estimating and requirements uncertainty, but without substantive success. On the basis
of this work, however, it appears that requirements uncertainty is typically S to 10 times
more important than cost-estimating uncertainty in cost analyses of proposed future
military capabilities.
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new strategic situation. The impact of such changes on system
installations and personnel requirements, to cite two examples, is
obvious. A reevaluation of the strategic situation may produce
changes in system force size (number of units to be procured for
the operational force) or in the number of years the system is
planned to be kept in the operating inventory. Both of these may
be regarded as a form of requirements uncertainty, resulting in a
substantial impact on total system cost.

These are only examples of a few of the many reasons why the con-
figuration of a proposed new system may change. But the key point 1s that
requirements uncertainty can lead to wide variations in total system cost.
even in the complete absence of cost-estimating uncertainty (if this were
possible).

Let us nowturn to cost-estimating uncertainty. Why do we find variations
in estimates of the costs of proposed future military capabilities, even if
requirements uncertainty is zero ? The following are a few of the reasons:

). Estimating relationships used in cost analyses of future military
cap. hilities cannot be w.sumed to hold exactly. This simply means
tha: 1 estimating a certain cost component as a function of some
¢xr.dnatory variable (or variables), we usually cannot assume that
these variables will predict the particular cost exactly, even if the
values of the explanatory variables are known with certainty. For
example, if a certain cost (C) is to be estimated as a linear function
of esplanatory variables X; and X,, the estimating relationship
may be written as

C =a+BIX1 +B.X,+n,

where u must be introduced as a random variable te take account
of the fact that X, and X, do not explain completely the variations
inC?

2. Another source of cost-estimating uncertainty arises from the fact
that data used as a basis for cost analyses are themselves subject to
error. Putting it another way, the observations used in deriving

? If we assume a normal linear regression model, the following specifications are placed
on u: (a) 4 is distributed normally with mean zero and variance o2, (b) Successive values
of u are mutually independent, (¢)  is independent of X, and X;.

Under these conditions, normal regression theory permits derivation of estimates of
the parameters «, 8,, and §; having desirable statistical qualities, and also permits the
calculation of a prediction interval for a value of C estimated on the basis of specified
values of X, and X,. The prediction iaterval is a measure of the uncertainty of the
estimating relationship.
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cost-estimating relationships invariably contain errors ~ even if
these data come from carefully kept historical records. Statisticians
call these “‘errors oi measurement’’ or *‘errors in the observations.”

An illustration is provided by the following simple linear regres-
sion model:

x=n+d
y=0+e
0 = a+fin,

where the observed variables x and y are assumed to deviate from
true values n and 6 by the amounts of the random errors d and e.'°

. In cost analyses of advanced military systems and forces, the cost

analyst very often uses estimating relationships derived from past
or current experience. Here, one cannot always be very confident
that a relationship that holds reasonably well now will continue
to hcld satisfactorily for the advanced system being considered.
Oftentimes the analyst must of necessity extrapolate beyond the
range of the sample or data base from which the estimating relation-
ship was derived. As pointed out in Chapter 6 in the discussion of
cstimating relationships, our confidence decreases (uncertainty
increases) as we project beyond the region of central tendency in
the data base, even when “requirements uncertainty” is zero.''
Prediction intervals become wider and wider. (See Fig. 8.1.) This
illustraies how additional cost-estimating uncertainty arises when
we are forced to extrapolate beyond the datz base,

Let us now summarize this background material: Cost analyses of future
miitary capabilities are usually subject to many uncertainties. Although
these uncertainties may be categoriz d in numerous ways, we have chosen
to separate them into two main types:

1.

-
r

Requirements uncertainty {analagous to ‘‘state-of-the-world un-
certainties” discussed in Chapter 2).12

. Costcstimating unceriainiy (analagous to ‘“statistical uncertain-

ties”" discussed in Chapter 2).!?

1 The equation 8 = o+ B7is assumed to hold exactly. It is also assuined that E{x)
=1 E() = 0, E(d) = 0,and E(e) = 0. (The operatcr £ denotes mathematical expecta-
tion.) For a detailed discussion of this type of “‘errcrs in the variables” model, see L. R.
Klein, A Textbook of Econometrics (Evanston, Il z\,.¢ v/hi‘e Plains, N.Y.: Kow, Peterson
and Co., 1953), Chapter V11 ; and Albert Madansky, “T:: Fitting of Straight Lines When
Both Variables Are Subject to Error,” Journal of the American Statistical Associativn,
March 1959, pp. 173-205.

11 See pp. 158-159. 18 See pp. 12-12.
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Fig. 8.1 - Extrapolating beyond the sample

While the nature of the historical record does not permit a precise,
quantitative determination of the relative importance of the two types of

uncertainty, it is clear that requirements uncertainty is by far the most
important in most cases.

Some Approaches to the Problem of Uncertainty

Given the nature of the problem, let us now consider some approaches to
the treatment of uncertainty in cost analysis studies. Before turning to
specifics, one very important general point should be emphasized: What
the cost analysts do in any particular case is very much a function of the
dcsign of the systems analysis study of whici the cost analysis is a part.
This, however, is, or should be, a two-way street. Cost analysts have a
responsibility to assist in the study design process. In addition to making
suggestions initially regarding how the cost considerations should be
handled, they also have a responsibiity to heip steer the project leader
back on course if during the conduct of the study the wrong costing
concepts are being used, the inputs provided by the cost analysts are being
misused, and the like.

How uncertainty is to be treated in the overall study is usnally a very
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important consideration.'* But how the cost analyst can help in dealing
with this problem is di ucult to say, since what should be done in any
particular case is likely «0o be very context dependent. However, the
following three examples are illustrative of the types of considerations
involved:

Can cost-estimating uncertainties properly be ignored? Very often they
can be - especially in long-range planning studies involving broad, relative
comparisons of numerous alternatives. It is up to the cost analysts to
provide information and analytical argument to help the project leader
resolve this issue. If cost-estimating uncertainties can safely be ignored, the
cverall analysis can be structured in a more straightforward way than
would otherwise be thc casc.'®

Another important consideration concerns the use of a fortiori argument
in the overall analysis.”®> Good systems analysts are always seeking
possibilities for making a cutting a fortiori argument. The cost analysts
must be in a similar frame of mind, with a view to presenting cost con-
siderations concerning the alternatives under investigation which may have
implications for constructing a fortiori arguments. Sometimes cost
sensitivity analyses can uncover such possibilities or provide clues which
suggest new hypotheses to be tested. Clearly, the best cost analysts are
those who are well-grounded in overall systems analysis concepts and
techniques, and such a background is particularly important in dealing
with the problem: of uncertainty.

One final example of how cost analysts may contribute to the overall
analysis on matters regarding uncertainty: Oftentimes the study com-
parisons indicatc that none of the ali¢inalives being considered for the
future hoid up very weil in view of the uncertainties involved. This will
induce a good project leader to start asking questions like the following:
Can we think of a new alternative (hopefully not extremely expensive)
which will hold up better than those we have considered so far? Can we
think of some ingenious, low-cost ways of hedging against the postulated
uncertainties? Are there some reasonable-cost exploratory development

13 That is, it should be an important consideration. However, all too often in many past
studies the matter of uncertainty has been given inadequate treatment. This is under-
standable (though not excusable) because facing up to uncertainty explicitly usually
complicates the analysis. **Sweeping uncertainty under the rug” may make life much
simpleyr, but the study results may be misleading because of it.

14 We hasten to add that while cost-estimating uncertainties can sometimes be safely
suppressed, requirements uncertainties rarely can be so treated.

15 Recall that in Chapter 2 we pointed out that use of a fortiori argument is one of the
methods that may be employed to deal with ‘“‘state-of-the-world™ uncertainties, See
Chapter 2, p. 13.

st

aull bi‘ﬁ“pmm'WMMWAMd-MMM*NMu.nﬂ.-.a.‘- e AN T i il

— it BN .y
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programs in key subsystem arcas which sheuld be initiated now to obtain
more information regarding technological uncertrinties? And so on. In
dealing with questions of this type, the role of the cost analyst is obvious.
Here again a really good cost analyst will participate actively in the
process of exploring new strategies for meeting the uncertainties which are
central to the problem under investigation.

So much for general comments. Let us now turn to some of the specifics
of approaches that mey be taken to the problem of uncertainty. We shall
start with cost-estimating uncertainty.

As suggested a moment ago, one of the first things the cost analyst
should do in considering the problem of cost-estimating uncertainty is to
try to ascertain whether in a given study this kind of uncertainty can appro-
priately be suppressed. If so, the analysis can be structured more simply,
since “‘expected value” or ‘‘most likely” cost estimates may be computed
for use in the systems analysis.

Obviously, systems analysts prefer using this approach wherever
possible. The cost analysts, however, must take steps to ensure that it may
be employed safely. Here, a number of things may be done, all of which
utilize essentially the same basic information: input structures'® and the
estimating relationships or procedures for each category in such structures.
If estimating relationships have been derived statistically, measures such
as standard errors, prediction intervals, and so on, will usually be available.
These may be used to help the cost analysts form judgments regarding
cost-estimating uncertainty for each cost category in the input structure
used to analyze total system (or force) cost for the alternatives under
consideration. Given such judgments, scveral approaciics may then be
considered. '

One of the simplest is to single out those cost categories which are
deemed to be subject to the greatest cost-estimating uncertainty. Questions
like the following may then be posed: Supposing that our “expected value”
estimates for these selected categories are in error by 25 to 30 percent,
what is the impact on total system (or force) cost? If the resulting ranges
of total system cost are small, the conclusion might well be to ignore
variances atiributabie to cost-estimating uncertainty.

Another approach would be to take the judgments about cost-estimating
uncertainty for each of the cost categories; to convert these judgments
into high, medium, and low estimates for each category; and finally to
combine these to obtain high, medium, and low cost cases for total system
(or force) costs for all the alternatives being considered. Again, if these

16 For example, sce Tables 5.4 and 5.5 in Chapter 5.
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ranges are fairly narrow relative to other uncertaintics in the total problem,
the project leader may decide to use the ‘““‘medium cases’ in making his
comparisons among alternatives. If the ranges are rather wide, he may
decide to use medium and high cases, low and high cases, or whatever
combination seems appropriate.

As a final example, we have an approach that is essentially a more
formal case of the preceding alternative. Here ihe cost analysts are
required to formalize their subjective judgments about cost-estimating
uncertainty for each cost category in the input structure. They are required
to specify a subjective probability distribution” for each cost category,
and then a Monte Carlo techaique is used to combine these com-
ponent distributions to arrive at a distribution of total system (or force)
cost.® (This is shown schematically in Fig. 8.2.) Oftentimes these distribu-

Cost category

———

Monte
Carlo
Model

Total system cost

>T‘w

Fig. 8.2 - Use of Monte Carlo method to obtain distribution o: total system cost

17 A beta function is often used.

1® Basically, Monte Carlo is a method for approximating the answer to a problem by
means of an anal, tical experiment with random numbers. For a good brief discussion of
the technique, see E. S. Quade (ed.), Analysis for Military Decision (Chicago: Rand
McNally & Co., 1964), pp. 240-243.

For a detailed example of the use of Monte Carlo in treating uncertainty in weapon
system cost analysis problems, see Paul F. Dienemann, Estimating Cost Uncertainty
Using Monte Carlo Techniques, RM-4854-PR (Santa Monica, Calif.: The Rand Corpora-
tion, January 1966).
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tions of total system cost have relatively narrow spreads,*® in which case point
estimates {such as mean values) would probably be used in the systems
analysis coraparisons. In other instances variances may have to be taken
into account. If so, the project leader has a compact description of cost-
estimzting uncerfainty in the form of the distribution of total system
(force} cost.

At this point, however, a word of caution 1s in order. Since cost-
estimaung (statistical) uncertainties are typically swamped by requirements
(state-of-the-world) uncertainties in systems analysis studies, we must be
careful not to go overboard in our efforts to treat cost-estimating
uncertainties. As Charles Hitch has pointed out, this can easily be “‘expen-
sive window dressing.”2° In many cases a limited amount of simple
sensitivity testing can help a great deal in determining whether or not to
ignore cost-estimating uncertainties. And such simplifications should be
made whenever it is reasonable to do so. This enavles the analyst better to
concentrate his efforts on requirements uncertainties. Let us now turn to
this subject.

To set the stage, brief reference to the discussion of state-of-the-world
uncertainties in systems analysis in Chapter 2 seems appropriate. Recall
that we outlined several techniques which are most often used in dealing
with state-of-the-world uncertainties: sensitivity analysis, contingency
analysis, a fortiori analysis, and creation of new alternatives.?! All of these
techniques are focused to a considerable extent on helping the systems
analysts in their continuous search for dominances among the alternatives
being examined. In the limit, an alternative is a dominant solution if in the
comparative analyses it shows up better than all other alternatives, no
matter how the state-of-the-world uncertainties are assumed to be resolved.
This, of course, almost never happens in practice, although such solutions
must always be sought.

What is more likely, but still rare, is that a certain alternative will be a
“*dominant solution™ in the sense of holding up well no matter how several
(or even just a few) of the most importan: state-of-the-world uncertainties
are assumed to be resolved. If such an alternative can be found, the systems
analysis study uncovering it must be regarded as an outstanding success in
terms of its contribution to the decisionmaking process. However, the most
likely situation is where none of the alternatives stand up very well over

1% A ratio of the standard deviation to the mean equal to about 5 percent seems fairly
typical. (Ibid., p. 22.)

0 C. ), Hitch, An Appreciation of Systems Analysis, P-699 (Santa Monica, Calif.: The
Rand Corporation, August 1955), p. 7.

81 See Chapter 2, pp. 12-13.
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more than a small range of the state-of-the-world uncertainty spectrum.
In this case the systems analysts try to seek new alternatives or to improve
the alternatives alrcady examined.

Such considerations help to shape the role of the cost analysts in
assisting the systems analysis process with respect to state-of-the-world
uncertaintics - what we have been calling '‘requirements uncertainties’ in
cost analysis studies. What can the cost analysts do to help deal with
requirements uncertainty ?

Sevcral approaches to the problem have been used in practice or pro-
posed. Examples are the following:

1. Supplemental discounting,
2. Adjustment factors,

3. Special studies,

4. Cost sensitivity analysis.

Let us discuss each of these briefly.

Supplemental Discounting. We have already referred to the process of
discounting future costs to equalize them with respect to time preference.??
Advocates of supplemental discounting procedures suggest that an
additional rate be applied to allow for uncertainties about future tech-
nology, the enemy threat, and the like. Thus, if in a given study the
decisionmakers wish 10 use a § percent rate to equalize for time preference
and a supplemental rate of 10 percent to retlect their general feelings about
requirements uncertainties, the totalsrate applied to the costs of all the
various alternatives being considered woujd be 15 percent.

While this proceduie has been used in a few systems analysis studies in
the past, most analysts today prefer to distinguish between discounting
for time preference and for uncertainty. The general, though not unani-
mous, opinion is that requirements uncertainty is best treated as an explicit
problem in the systems analysis process, and is not one that should be
handled in a general way through the use of an aggregate supplemental
discount factor.?® This may be done through the use of techniques referred
to previously, such as contingency analysis, or a fortiori analysis. The cost
analysts can make major contributions to this type of activity by con-
ducting cost sensitivity analyses — a subject we will return to later.

Use of Adjustment Factors. The use of adjustment factors to allow for
requirements uncertainty has been advocated primarily for application in

" For example, see Chapter 4, pp. 86-89.

13 For example, see Harry P. Hatry, “"The Use of Cost Estimates,” Chapter 4 of Thomas
A. Goldman (ed.), Cost-Effectiveness Analysis (New York: Frederick A. Praeger, Pub-
lishers, 1967), p. 65.
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214 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

cost analyses of future major cquipment proposals. The argument runs
somewhat as follows: For rcasons indicated earlier, estimates of the cost
of new major equipment proposals made during the concertual phase of
the hardware development cycle tend to be less than the actual (or near
actual) costs at the time equipments are procured for the operational
inventory. In cases where these “‘average factor increases™ (F's)** can be
derived statistically from histor :al records, it has been suggested that they
be applied to cost estimates o' §  ure hardware proposals made for use in
long-range planning studies.

The simplest of the proposed applications suggests that if for a certain
class of major equipment the historical record indicates an average } = 2,
then cost estimates of future equipments of this general type made dnring
the ¢onceptual phase of development should be multiplied by 2. A more
sophisticated proposa! suggests that instead of using an F derived by a
simple averaging process, a functional form should be developed which
expresses F as a function of several explanatory variables. For aircraft
and missile systems the proposed function is:??

F=f(,4,L T,u),
where

t = the timing within the development program, expressed as the
fraction of the program that has already elapsed when the esti-
mate is made;

A = the measure of the technological advance required by the
development program, expressed in terms of a numerical scale
ranging from about 5 to 16 for the chronologies studied ;

L = the length of the development program, expressed in months;

T = the calendar year in which the estimate is made;;

u = a random variable.

Apparently, the use of such gross adjustment factors has been rare in
systems analysis planning studies. The precise reasons are not clear, but
we may speculate somewhat as follows:

1. Many analyst} feel uneasy about using gross adjustment factors as
a means for dealing with requirements uncertainty. Instead, they
prefer to single out special problem areas - technological un-
certainties, manufacturing state-of-the-art uncertainties, and the
like - and treat them explicitly in the cost analysis process.

24 That is, F = actual (or near actual) cost divided by estimated cost made early in the
development cycle.
3% See Summers, op. cit., pp, 32-33.
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2. Use of gross adjustment factors was advocated most fervently at a
time when cost analysts were somewhat more prone to develop
“puint sstimates’ than is the case today. Present-day concepts and
methods tend to stress ranges of estimates and the use of para-
metric analyses to explore the possible consequences of various
types of uncertainties.

Special Studies. As pointed out previously, very often in systems
analysis stucies the ranking of the 2lternatives being compared is very
sensitive to ways in which major requirements uncertainties are assumed
to be resolved in the future. That is, no significant dominances of any kind
can be discovered. This may lead systems analvsts to ask questions like the
following: Can we think of ways the decisionmakers can apypropriately buy
time or additional information? Are there ways for hedging against some
of the more important requirements uncertainties??® In questions like
these, cost is a most imporiant consideration. Decisionmakers usually like
to take such measures, provided they do not cost too much.

Here, the cost analysts can make valuable contributic ns to the decision-
making process by conducting speciai analyses. Some examples:

1. How much might it cost to initiate exploratory development eftorts
in criticai, long lead-time subsystem or component areas, with a
view to helping preserve a wide range of options for the future ?

2. What would be the cost of conducting experiments in a certain
critical technicul area aimed toward obtaining additional infor-
mation and thereby reducing technological urcertainties 7

3. What would be the cost of coriucting field exercises designed to
help resolve uncertainties about novel operational concepts being
proposed for future military systems ?

Cost Sensitivity Analysis. We have stressed repeatedly that gcod systems
analysts are very ingenious at desigring and structuring anaiyses which
will in some way take int~ account major unceirt2inties. Directly or
indirectly this usually involves a considerable amoumt of sensitivity
analysis designed to cxpiore systemaiically the implications of varying
assumptions about the distant future environment. In fact, a number of
the most useful systems analyses in the past have nct come up with a
specific set of preferred courses of action at all. For the most part they
have been extensive, c.;efully done sensitivity anaiyses which clearly point
out to the decisionmakers what is impoctant and what is nct, and waich
systematically explore the ways in whick the ranking of various alternatives

26 See Madansky. op. cii., p. 95.
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changes as the assumptions about resolutions of major uncertainties are
vanied. Cost considerations are, of course, 2 key part of such investigations.

In examining alternative future military capabilities under conditions
of uncertainty, the types of questions cost analysts must be prepared to
deal with 1n support of the systems analysis process are many and varisd.
v A few examples are:

In studying alternative mixes of General Puipcose foress for the
future, it is found that the response time requirsmams of these
forces are usually sensitive to assumptions made about the threat.
How do rorce-mix costs change as response time requirements are
varied ? Qver what range can significant improvements in response
time be obtaines for modcest increases in cost? At what point do
the costs begin to increase at a very rapid rate?

. Related to (1) is the question of the preferred mix of future

Regular and Reserve Forces in some mission area. Usually the
preferred mix is sensitive to response time to peak capability
requiremen.s — which are in turn dependent upon how uncertainties
about the threat ace assumed to be resolved - and to peacetime
operating cost diherentials existing between similar type Regular
and Reserve Forces units. How significant are these cost dif-
ferentials? How do they vary with state-of-readiness capability ?
How do total force-mix costs change as the fraction of Regular to
Keserve Forces is varied ?

In cases whire the effzctiveness of prcposed alternatives for the
future depende heavily on technological advances to be attained,
what are the consequences if these advances are only pa:tially met?
For example, wi!l force sizes have to be increased to compensate
for degraded effect veness? To what extent? What are the costs of
these incremental force requirernents ?

. Ti:- potential penetration capability of alternative mixes of

strategic retaliatory forces for the future is very much a function
of the types and levels of enemy defenses. How do strategic force-
mix costs vary with alterrative technical penetration options? Is
there a set of penetration a:ds which will cover a range of possibie
enemy defenses at modest incremental force-mix cost ? At what leve!
of enemy defenses < »es our offensive force-mix cost reach infeasible
proportions? Are therc penetration aid optiors that should be
preserved by means of subsystem development programs? What
are these hedges against uncertainties about enemy defenses likely
to cost ?
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A common thread runs through all of these examples: If the cost
analysts are to facilitate significantly the systems analysis process in
dealing with requirements (state-of-the-world) uncertainties, they must be
in a position to carry out a wide range of cost-sensitivity analyses. A
necessary condition for doing extensive sensitivity testing is that cost
analysis methods and models must be parametric in nature. That is, they
must be ‘“‘open-ended” with respect to key cost-generating explanatory
variables such as major equipment performance characteristics, operational
concepts, force size, number of years a particular military capability is
assumed to be in the operational inventory, and the like.?” The values of
these variables will typically change as alternative assumptions are made
regarding the nature of requirements uncertainties in the distant future.
As values of these explanatory variables change, the related costs will also
change, therby permitting exploration of the sensitivity of costs to differing
assumptions about requirements uncertainty.

In summary, if cost analysis concepts and methods are established along
the lines suggested in Chapte: s 5-7, the cost analysts will be in a good
position to assist the systems analysis process in dealing with requirements
uncertainty. Resourceful sensitivity testing on the part of cost analysts can
be invaluable to the systems analysts in their unending search for
dominances and ingenious ways for hedging against major uncertainties
pertaining to the distant future.

Problems Associated with Time

There are many problems associated with time, and only the most
important of them can be considered here. We should begin by empha-
sizing that our aim in this discussion is primarily to clarify the issues -
something that very much needs to be done at the present time — and to
outline alternative ways of resolving some of these issues. In this, as in
other topics of cost analysis, there is little agreement as to which methods
should be preferred, and there is considerable agreement that no method
is likely to perform well in all cases.

Background Discrssion

In dealing with problems associated with time, much depends upon the
design of the systems analysis study of which the cost analysis is a part.
In many instances the comparisons among alternatives made in systems
analyses are conducted in essentially a static framework. Effectiveness

27 Qur illustration of a hard point defense cost model presented in Chapter 7 is an
example of this.
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218 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

measures are caiculated for some future point in time, and the costs used
i~ the comparisons are expressed in terms of static indexes — that is, single
numbers obtained by summing the costs of research and development,
investment, and a specified number of years of operation.

Timing considerations are, of course, taken into account to some extent
in the wc.k leading up to the static comparisons. For example, estimates
of operational capability dates have to be cxamined to help ensure that the
proposed future capabilities being compared are really relevant alternatives
in terms of the time period of inierest. Similarly, time-phasing matters
have to be given some attention in assessing the incremental costs of the
postulated alternatives. In many cases incremental costs are in part a
function of inherited assets (‘“sunk’ costs) and are therefore time-context
dependent. Finally, the use of ¢ost indexes made up of the sum of the costs
for research and development, investment, and a specified number of years
cperation implies an assumption about time preference. Very often the
implicit assumption is a zero rate of discount for the postulated “life cycle”
time period for a proposed new capability, and an infinite rate thereafter.2®

If a given systems analysis is essentially static, does this imply that it is a
“bad” analysis? Not necessarily.?® Static analyses may be quite appro-
priate for dealing with certain types of issues up for decision. For example,
if the purpose of the study is to help in making system development
choices, the chances are that explicit trcatment of time-phasing throughout
the analysis may not be necessary. On the other hand, if the purpose is to
assist in the force structure planning process, time-phasing of the alterna-
tives being considered is very important. Even here, however, explicit
treatment of time may not be necessary during the early stages of the
analysis, where the main problem is to screen a very large number of
alternatives with a view to ferreting out the most interesting cases. Further
and more complete analyses can then be done on this selected set, and
time-phasing considerations can be studied explicitly.

Sometimes it 1> useful to compute the cosrs on an explicitly time-phased
basis, even though it is not feasible (or deemed necessary) to compute the
corresponding estimates of system effeciiveness year by year over a period

28 [f, for example, a proposed new capability has a 10-year development and procure-
ment lead time and a 10-yzar operational life is assumed, a zero rate of discount would
apply to the first 20 years and an infinite rate thereafter.

29 In the present author's experience, whether an anslysis is *good™ or “*bad™ usually
depends upon inuch more fundamental issues than whether it is *“dynamic’ or ‘'static.”
For example, many analyses are bad simply because they are addressed to the wrong
issues or they sweep major uncertainties under the rug. Here, no amount or introduction
of time dynamics can remedy the situation,
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of years. The following are examples of the possible advantages of such a
procedure:

1. The costs are likely to be of higher quality for reasons pointed out
previously — for example, explicit time-phasing usually permits a
better assessment of incremental costs.

2. Implications for funding can be examined.>® Alternatives which
generate huge funding (obligationai authority) requirements in any
one or two fiscal yzars may just not be feasible from a fiscal
management point of view. Estimates of the year-by-year funding
requirements for the alternatives under examination will provide a
basis for checking for unacceptable bulges.

3. Implications for possible impact on the economy may be portrayed.
This may be done by taking the time-phased funding requirements
estimates referred to in (2) and converting them to expenditures or
some other measure of impact on the economy.*!

4. Time preference considerations regarding the cost part of the
analysis can be decided upon explicitly.

We can now readily crystallize the main points here. In most military
planning problem areas the sequence of events is important — sometimes
critically so — and systems analysis must provide for explicit treatment of
problems associated with time. Our models must be ‘“dynamic”; the key
parameters in them must bear dates. '

No one would argue about this in principle. However, when it comes to
systems analysis in practice, the hard realities are that introducing time
expiicitly into all phases of the analysis is neither easy nor painless.®® In
many instances it is just not feasible, particularly with regard to assess-
ments of effectiveness.

In any event, the important consideration is to determine where in the
study time can appropriately be either suppressed or treated implicitly
rather than explicitly. In such areas the use of static measures of total
system cost may be perfectly adequate. In the remainder, however, time
must be treated explicitly. Here, the cost analysts must be prepared to
generate time-phased cost esiimates (obligational authority or expendi-
tures) year by year over a period of years. They must also be prepared to

39 This is particularly important when total force structures are being investigated.

3t In the case of facilities, major equipments, and other capital items, the expenditure
stream will typically follow a distributed time-lag pattern over two to four years after
the fiscal year in which the funding requirements (obligational authoriiy) are granted.

32 For example, it can complicate the computaticnal process enormously. It ¢an also
complicate the selection of criteria for evaluation of alternatives.
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220 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

deal with a variety of assumptions regarding time preference and other
subjects as well.

Let us now turn to specific topics regarding treatment of timing problems.

Time Preference

For a number of years a considerable effort has been devoted to the
treatment of time preference in systems analysis studies.>® Papers have
been written, chapters in books have been devoted to the subject,
Congressional committees have conducted special hearings on discounting
and related matters, seminars have been held on what discount rate should
be used, and the like. Yet, in spite of all this activity a considerable lack of
agreement exists among professional practitioners regarding the specifics
of how time preference should be treated - for example, with respect to
what discount rate should be used. Also, somewhat surprisingly, there is
often a lack of clarity in stating and discussing some of the key issues.

In the discussion to follow we shall not atiempt to resolve all of the
controversies. We would hope, however, to help clarify some ¢f the rele-
vant issues, to outlire reasconable alternatives for dealing with certain types
of problems, and to suggest that in many instances the subjects of present
disagreements may not, in practice, be so important in systems analyses of
defense planning problems.

Let us begin by raising four issues:

1. Can time preference considerations be treated in military systems
analysis studies in the same way as in other problem areas — for
example, in cost-benefit analyses of proposed water resources
projects ?

2. Is there such a thing as “undiscounted” costs ?

Should the discount rate include a supplemental rate for uncertainty ?

4. What discount rate should be used for time preference in systems
analysis studies?

w

We shall discuss each of these in turn.

33 In a strict technical sense the term “timc preference” as used in cconomic theory
rafers to the psychological considerations of individual consumers. It determines how
much of his income an individual will consume now and how much he will reserve in
some form of cormmand over furure consumption. For example, see John Maynard
Keynes, The General Theory of Employment, Interest and Money (New York: Harcourt,
Brace and Co., 1936), p. 166.

In this book the term is used in a more general sense. By **time preference™ we simply
mean that decisionmakers usually do not regard = dollar today as being equivalent to a
dollar (with price levels constant) at some future tims. If the pure rate of interest, for
example, is 5 percent, then $1.00 today would be equivalen: to $1.05 a year from now
(prices constant).
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Are Problems in the Military Context the Same as in Other Realms? The
main answer to this question has to be ““no,” although oftentimes in general
discussions of the treatment of :ime preference the distinction between
military and other problem areas tends to be blurred.

In nonmilitary areas - like water resources, for example - the usual
procedure is somewhat as follows:” * Take the proposals for various future
projects to be considered; estimate their time-phased future benefits (in
dollars) and the corresponding future costs (in dollars); and then, using an
appropriate rate of discount, calculate the *“‘present worth™ of each project
(present value of outputs minus present value of costs). Presumably those
projects having significantly positive present values are candidates for *‘go
ahead.”

At this point, however, another problem may arise: given a specified
budget to be devoted to projects, the total of all proposals having positive
present worths may not be attainable from the stipulated budget level.
Thus, some rankiug of the project proposals must be attempted. Numerous
methods have been devised for doing this.>® One scheme, for example, is
to rank the projects on the basis of internal rate of return: that is, that
rate of discount which reduces present worth to zero.*®

The main point of this discussion is that in at least some significant
nondefense problem areas, benefits and costs can be expressed reasonably
well in terms of the same unit (such ac dollars or dollar proxies).>” In these
instances, the time preference problem can be solved relatively easily by
discounting the time-phased benefit and cost estimates for proposed
government projects at an appropriate rate — presumably at a rate that
reflects the percentage rate of return that the resources needed by a pro-
posed project would otherwise provide in the private sector.>®

34 See Roland N. McKean, Efficiency in Government Through Systems Analysis, with
Emphasis on Water Resources Development (New York: John Wiley & Sons, Inc., 1958).
Pari 2 has a good discussion of some of the general problems of analysis. Parts 3 and 4
deal specifically with water-resource projects.

3% See ibid., Chap. §.

36 bid., pp. 89-92, 122-i23.

37 Some practitioners might quarrel a bit with this statement. They perhaps would
prefer to say something like the following: *'In theory it can be done, but in practice it is
exceedingly difficult to find commensurables between costs and effectiveness measures.™
3% That is to say, *‘the correct discount rate is the opportunity cost potential rate of
return on the resources that would be utiiized by the project.” See William J. Baumol,
*On the Appropriate Discount Rate for Evaiuation of Public Projects,” contained in
The Planning-Programming-Budgeting System: Progress and Potentials, Hearing Before
the Subcommittee on Economy in Government of the Joint Economic Commitree, Congress

of the United States, 90th Cong., Ist Sess. (Washington, D.C.: U.S. Government
Printing Office. 1967), p. 153.
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222 COST CONSIDERATIONS IN SYST&MS ANALYSIS

in the realm of national security planning, things are different. In
practically all cases the benefits and costs of proposals for future military
capabilities cannot be measured in the same unit. While for most long-
range planning studies costs can appropriately be measured in dollars,
benefits cannot. In fact, benefits per sc are usually not measured direcily
at all. Rather, sets of various effectiveness measures® are calculated which
are assumed to be positively correlated with the possible military worths
(utilitics) of alternative future systems and forces. Furtiiermore, the “time
preference” cf desired military capabilities and of the levels of effectivencss
they are supposed to attair are very much a function of our time-phased
estimates of the eneiny threai and of snemy reactions to our proposed
responscs to his threat. in a conipetitive envitonment involving action,
reaction, counteraciion, and so on, we would hard!y want to handle time
preference by a sirple “discounting’ of future capabilities. Hitch and
McXKean put the matter this way:

... it may appear to be more straightforward and appropriate in many problems
to stipulate a desired capability over future time than to do any discounting of
capabilities. Indeed in many instances it may appear to be the only feasible mzthod
of handling iime paths for gains or capabilities. If the enemy threat were an in-
creasing one, so usually would be our desired capability to counter it. The stipulated
capability would presumabiyv avoid *‘soft spots™ if our intentions were defensive;
it might poin: toward & maximum &t some particular poin! of time if our intentions
were to take the initiative. The general considerations which cause us to discount
the future might be taken into account partly by attaching little or no weight to
capabilities after some arbitrary cut-off paint or horizon. Also, of course, the cost
streams would still be discounted to seek the lowest-cost means of achieving the
stipulated capability.*®

All of this is related to a more general problem: the seemingly built-in
tendency of governments to undervalue future outputs.*' Given this
tendency, one has to be very careful about considering ‘‘discounting’
estimates of future effectiveness, especiaily in the national security realm.
Discounting future amounts simply means that command over general
resources now is worth more than command over the same amount of

3% Estimated numbers of enemy targets destroved, numbers of enciny casualiies, raic of
movement of the FEBA (forward edge of the battle area), fraction of U.S. population
surviving a postulated enemy first strike, and so on.

40 Charles J. Hitch and Roland N. McKean. Economics of Defense in the Nuclear Age
(Cambridge: Harvard University Press, 1960), p. 215. In the context of nonmilitary
problem;, McKean reaches the same conclusion: *If gains and costs cannot be expressed
in the same unit, the best that can be done usually is to specify the time path of the task
as a ‘requirement’ and to discount the cost stream.” (Efficiency in Government Through
Systems Analysis, op. cit., p.99.)

41 For a good discussion of this, see Hitch and McKean, op. cir., pp. 217-218.
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resources next year. {1 does not mean that specific outputs are valued more
now than in the fature.*?

In view of all these considerations, the best way to handle time-phased
comparisons of proposed future military capabilities is as follows:

1. Specify a desired schedule of effectiveness over the time period of
interest,

2. Seek that alternative (for example, a specific force mix) which
minimizes the cost to attain the stipulated time-phased effective-
ness schedule. In this seeking process the time-phased cost streams
may be discounted for time preference using an appropriate range
of dicvount rates.*?

Is There Such a Thing as Undiscounied Costs? Somewhat surprisingly,
this is an issue that needs clarification. We can do so rather quickly, how-
ever, since once the question 1s posed properly there is likely to be little
argument about the correct answer,

Let us consider the case of a hypothetical new Weapon System X, the
total cost of which is estimated to be as follows:

Development (D) $ 965 million
Investment (J) 5875 million
Operating Cost (4)** 2505 million

Total System Cost $9345 million

42 Ibid., p. 212. Hitch and McKean present a good example of this in the context of
planning decisions in the 1950s: *‘Suppose that an enemy is expected to have no ballistic
missile capability in the early 1960's, a gradually increasing but less than decisive
capability until 1965, and, after 1965, the ability to annihilate us if we have no defense.
In these circumstances, anti-missile capabilities are clearly worth more to us in 1965
than in 1960. In fact, the appropriate value in the current year is zero - if the enemy
cannot attack with missiles and if there are no by-products from an immediate capability
like effective training for next year. On the other hand, some anti-missile capability in
1965 and later would be, on this supposition, of encrmous value.” (Loc. cit.

43 As we shall indicate later, one of these should be a **base case,” where the discount
rate is zero for the time period of interest and infinity thereafter. In many instances
decisionmakers like to see this base case expressed in terms of obligational authority,
because of its relzvance to deliberations about funding feasibilities. Also, they may wish
the base case to be calculated in terms of expenditures, which for some purposes are a
rough measure of resource impact on the economy.

4¢ Including the build-up of operating costs during the time of phase-in of the system
into the operational inventory and 5 years of operation thereafter. (See the **A’" column
in Table 8.1.)
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The total system cost of $9345 million is often referred to as an “‘un-
discounted cost.” Is this so? The answer is clearly “no.” There is some
implied assumption about time preference here. Let us explore some
possibilities.

Suppose that we take the ‘‘static™ cost estimates above and work out
their time-phased patterns over a period of future years. The results are
portrayed in Table 8.1. Here, one interpretation is that the time-preference

.

TABLE 8.1
Time-Phased Cost Streams for Weapon System ‘X'’ (In $ Millions)

F;‘;:f D ), A |D+I+4
1 30 30

2 100 100

3 250 250

4 | 325 400 725

5 200 | 1100 10 | 1310

6 S0 | 1300 40 | 13%

7 10 | 1500 80 | 159

8 900 150 | 1050

9 600 | 200 800
10 75 275 350
1 350 350
12 350 350
J13 350 50
14 350 350
15 350 350
Total | 965 | 5875 | 2505 | 9345

* The assumed S-year period for which the
system has its full operational capability.

assumption is a zero rate of disccunt for 15 years and an infinite rate
thereafter. But things can get rather tricky at this point. For example, is
there an implicit assumption about the expected useful life of the system?
One would think so. It is either 5 years or more than 5 years, but the analyst
does not know this or else chooses to ignore the matter. What might be the
implications of its being greater than 5 years?

Let us calculate a case where the expected operational life of Weapon
System X is assumed to be 15 years (instead of 5}, and where the cost
analyst ignores this information and chooses to use D + I + 54 = $9345
million as the estimated cost of the system. But if the expected life of the
system is 15 years, one might expect that the total system cost would be
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the original $9345 million plus an increment of 10 years opcrating cost, as
follows:

System cost for first 15 years = $ 9345 million
Operating cost for next 8 years
(8 x $350 milhion)
Operating cost for 24th year
Operating cost for 25th year

2500 million
200 million*®
100 million*?

$12,445 million

T

!

Tots! system cost*®

Notice that we have not used a positive discount rate in any of these cal-
culations. But there is an implied positive discount rate if the cost analyst
uses “*S-year system cost” (D + I + 54 = $9345 million) when the system
1s assumed to have an expected life of 15 years in the operational force. One
way to demonstrate this is to take the time-phased cost stream for Weapon
System X for 25 years and ask what rate of discount would be required to
make the present value of the 25-year cost stream equal to $9345 million
(that is, the present value of the costs for the first 15 years discountea at a
zero rate). Solving the following equation:

30 100 250 100

PE=amtarmtar et T e

we have the discount rate, r = 0.03.*” Thus, given this particular formula-
tion of the problem, there is an implied discount rate of 3 percent even
though the cost analyst may think he is deaiing with an “undiscounied”
situation,

*$ Annual operating cost declines as the system is phased out.
“¢ Thatis, D+ 1+ 154 = $12,445 million.
*7 The basic equation is the formula for computing the present value of a time-phased
stream of future amounts:
L] A‘
P= 2 (t+r),

i=]

where P = present value, 4, = the amount of the cost (or gain) in the ith year (or
period), r = the discount rate (in this case assumed to be the same for all years), n = the
total number of years (or periods).

The stream of costs in the numerators of the fractions on the right side of the equation
in the text above is obtained from the D+ /+ 4 column in Tabie 8.1, plus 10 additional
years as follows: $350 million per year for years 16 through 23, $200 million for the 24th
year, and $100 million for the 25th year. The equation can be solved for r rather easily
by use of an iterative process — particularly if an on-iine, time-sharing computer system
is available.

N Ol bl -~

. At A A 4l O, 5.

. b p———
| Al il st

!ri
‘b

sl B

-

R e e




R

226 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

Another way to formulate the problem is as follows. Suppose that the
assump'ions arc the same as in the previous case, except that the decision-
makers want to use an explictt discount rate for time preference of § per-
cent in considering syvstem costs defined as D + I + 54. W may now ask
what rate of discount would be required to make the present value of the
25-year cost stream equal to $6497 million (that is, the present value of the
costs for the first 15 years discounted at a 5 percent rate). Here, we must
solve for r in the following equation:

30 100 250 100

6497 ==(1+r)+(]+r)2+(l+r)3+...+a~:)‘2—5.

The result is r = 0.07. Thus, in the second formulation of the problem the
implied discount rate is 7 percent, even though the analysts may think that
only a § percent rate is being used.

In summary, the preceding examples deimonstrate the £ .owing points;

1. There is no such thing as an “undiscounted” situatior.

2. The use of static indexcs of cost (such as a sum of the costs of
development + investment + a number of years operaticnj implies
some sort of assumption about time prefergnee, and very cften this
assumption may not bz immediately obvious.

3. The main issue, thercfore, 1s not whether a piven case 13 “‘undis-
counted,” but rather whether the time preferencs assumiptions
have been made clear. Herc, the analvst ca: be of considerable help
1o the decisionmakers by treating tie preference considerations
explicitly and by exploring the implicasions of alternative assump-

tions in the context of the particular decisian ai ssue.

Use of a Supplemental Discount Rate. Supplemental discounting is a
subject that we discussed earlier when considerii | the treatment of
uncertainty. Our conclusion there was that, particularly ir ™ilitary systems
analysis studies, the use of supplemental discounting as .. - ay of allowing
for uncertainty should be discouraged. Discounting should ::: for time
preference only.

We bring the matter up again here because very often in discussions of
problems associated with time the subject of discounting is remarkably
unclear.*® In particular it is often impossible to tell whether the discount
rates being talked about are for time preference only, for time preference

plus a premium for risk, for time preference plus a supplemental rate for
uncertainty, or what.

*3 There are exceptions, of course; for example, see Baumol, op. cit., and the discussion
following presentation of his paper.

-




MBI

™ o

SPECIAL TOPICS 227

Because these questions are elementary, and current discussions leave
much to be desired, we should spend a moment with them here. Let us now
turn to specifics.

What Discount Rates Should Be Used? A survey of the literature indicates
that a great deal of effort has been devoted to the question regarding what
rate of ciscount should be used in long-range planning studies in the
Federal Government generally and in the Department of Defense partici.-
larly. In spite of the considerable amount of discussion of the subject,
however, a substantial degree of difference of opinion seems to exist among
ine experts. We underline the phras~ “‘seems to exist,”” because in many of
the discussions it is not alway. e« whether the rate of discount being
considered is confined to time prefe.ence only, or to time prefarence plus
a supplemental rate for risk or uncertainty.

In any event, the foilowing is representative of the range of opinion con-
tained in the literature to date:

!. In a recent survey of practices in 23 Federal agencies (conducted by
the General Accounting Office), the rates rangeu from about 3 to 12 pei-
cent for those agencies currently using positive rates of discount in their
planning studies.4®

2. *“. .. there is no justification for the use in present circumstances
[September 1967] of any discount figure significantly lower than 4.75 per-
cent, . . . The reason is straightforward. We have seen that 4.75 percent

is the lowest opportunity cost rate for any group from whom resources
might be transferred to a government project.>°

3. "'An interest rate of around 15 percent, I believe, i1s appropriate for
military and other government planning, as this rale is approximately
equal to the marginal rate of return before taxes on capital in the private
sector. ... %!

4. “The specific discount rate appropriate to Department of Defense
studies is still being debated, with values from 5 percent to 15 percent
typically being suggested.’52

4? Interest Rote Guidelines for Federal Decisionmaking, Hearings Before the Subcommittee
on Economy in Government of the Joint Economic Commiistee, Congress of the United
Srates, 90h Cong., 2d Sess. (Washington, D.C.: U.S. Government Printing Office,
1968), p. 4.

3¢ Baumol, op. cit., p. 158.

3t William A. Niskanen, Jr., The Role of Costs in Military Decision Makirng, an address
beiore the Joint Conference of the Canadian Operations Research Society and the
Operations Research Society of America, Montreal, Canada, May 28, 1964, p. 5.

32 Hatry. op. cit., p. 66.
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228 COST CONSIDERATIONS IN SYSTEM;5 A1JALYSIS

5. “The best estimate may simply bz « reugh averags raie of return in
the private economy. ...”%?

6. The discount rate that the government stovid use in making its
investment decisions is ‘“‘a rate thaf is coisisient with iself through the
rate of growth of national n~oduct ar 3 the rate of Gecline in the marginal
utility of national product 1nat it impiies.”*

Where do these opinior. iezve vs? What rate of discount should be used
in systems analyses of long-range military planning problems? As a prac-
tical matter, perhaps too much effort has already been expended n attempt-
ing to obtain a precise answer ¢ this question. There are many other facets
of military systems analyzis, as practiced presently, which need sharpening
up before more attentiz: is devoted to the discount rate question. Hitch
and McKean have reached a similar conclusion:

Because of uncertainties about future costs and capab:lities. it is uot worthwhile
to devote an inordinate amount of time to refining one’s estimate of “‘the™ proper
discount rate. Historical studies show that projections of cost and performance of
weapon systems, particularly thosc made at early stages of development, have often
been wide of tue mark. For systems analysts to put great effort intc determining
“'the” discount rate would probably be less prodictive than other uses of their
time.** ‘

Moreover, analysts should not worry too much abourt the discount rate
because in most long-range planning studies in the military realm the
ranking of the alternatives is likely to be insensiiive to the time preference
discount rate over a relevant range of rate assumptions. This is especially
likely to be the case when time-phasing considerations are treated 2xplicitly
and the systems analysis comparisons are made in the proper analytical
framework. As pointed out previously, when time-phasing is done explicitly,
the correct framework for comparing alternatives is to stipulate a desired
schedule of effectiveness over the future time period of interest and then
seck that alternative which minimizes cost. Under these conditions, where
all alternatives have to meet the time-phased requirements of the specified
effectiveness schedule, it is not likely that the time-impact patterns of the
cost streams for the various alternatives will be significantly different -
that is, different enough tka: varying the assumpiions about time preference
over a reasonable range will alter the ranking of the alteinatives.

However, there are instances where the comparisons might be sensitive
to time preference assumptions. One possibility arises if the relationship

3 Hitch and McKean, op. cir., p. 214.

3¢ E. B. Berman, The Normcative Interest Rate, P-1796 (Santa Monica, Calif.: The Rand
Corporation, September 15, 1959), pp. 1, 30-31,

3% Hitch and McKean, op. cit., p. 213.
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between acquisition costs (development plus investment) and operating
cost is markedly different for the alternatives being considered.*® A rather
extreme case 1s shown in Fig. 8.3. Here, future alternatives A and B are
30

Stipulated effectiveness schedule € h

Effectiveness index
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Fig. 8.3 - Time-phased costs for alternatives A and B

required to satisfy the specified effectiveness schedule E over a period of
years beginning about 10 years from the present. Because of development
and production lead times, both alternatives have substantial costs (mostly
development and investment) occurring during future years 1 through 10
before operational capabilities become effective. Notice, however, that the
two alternatives have markedly different levels of operating cost, and that
both A and B have to incur modifications in years 12-15 to enable them to
meet the requirements of the increasing effectiveness schedule over time.
The time preference assumption in Fig. 8.3 is a zero discount rate for
20 years and an infinite rate thereafter. Gn the basis of these assumptions

6 See Hitch and McKean, op. cit.. p. 215,
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230 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

the total system costs for A and B are $9 and $14 billion respectively. Here,
alternative A is the least-cost choice to meet effectiveness schedule E over
a period of distant future years. Is the choice sensitive to thr discount rate
for time preference?

Let us explore the consequences of assuming Baumol’s mizimum rate
of 1.75 percent, and of two higher rates: 7 and 10 percent.” The results are
as follows:

Present Value (in Billions)

Discount Rate Alt. A Alt. B
0 39 Si4
0.0475 6 8
0.07 5 6
0.10 4 5

Thus, over a wide range of assumpticns about time preference the ranking
of the alternatives does not change, even in this rather cxtreme case
involving marked differences in the ratios of acquisition and operating
costs for the two alternatives. However, for the higher rates of discount
the differences in total system cost become less significant — so much so that
the decisionmakers would probably be indifferent in choosing between A
and B on the basis of the data presented above.

Another extreme case arises when the cost stream for one alternative has
a large peak early in the planning period being considered and another
alternative has a cost stream with a big hump late in the period. Here
variations in the time preference assumptions might well make a difference
in the choice. This case is very unlikely to arise in practice, however,
because alternatives having such extremely different time-impact patterns
would probably not be geared to the same stipalated effectiveness schedule,
Therefore, they would not be relevant alternatives to be considered in a
systems analysis study of capabilities for some defined future time period.

The upshot o our discussion about the discount rate would seem to be
the following:

1. Iniong-range military planning studies involving relative comparisons
among alternatives, the question of precisely what discount rate to use may
not de as important as some writers have suggested. What is important is
to make the time preference assumptions explicit ::nd to test for the con-
sequences of alternative assumptions. This is particularly important when
“static” indexes of total system cost (development + investment + a
period of y=ars operation) are used.

37 In all cases we assume the rate to be infinite after 20 vears.
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2. When time-phasing is introduced explicitly, the best way to compare
alternatives is to specify a desired pattern of effectiveness or capability over
the period of interest and to seek that alternative which meets the stipulated
capability at least cost.

3. In doing (2) the *“‘base case” time preference assumption should be a
zero rate of discount for the period under examination in the systems
analysis study. (Cost streams calculated on this basis are of interest to
decisionmakers because of their relevance to deliberations about funding
and other considerations.) In addition, the cost analysts should do a
sensitivity analysis to explore the implications of a range of discount rates -
for example, from 4 to 10 percent. Here, the objective is to determine
whether the ranking of the alternatives is sensitive to the discount rate. Very
ofien it will not be .58

4. In those cases where the discount rate is likely to make a difference to
the decision, we have to face up to the question of an appropriate rate for
the particular decision context at hand. Such a rate depends primarily
upon the exchange opportunities available to the decisionmakers within
their framework of authority and responsibility. (See the discussion on
“Choosing a Discount Rate’ in Chapter 3.)

The Problem of Residual Value

Another topic related to problems associated with time is the matter of
“residual value.” It arises primarily because long-range planners cannct
look extremely far into the future. Because possible enemy threats, tech-
nological factors, and other considerations for the very distant future can-
not be known, planners typically restiict their projections to some limited
period —say 10, 15, or 20 years.

Limiting the time horizon gives rise to the problem of residual value in
cases where it is felt that proposed alternatives might have military worth
beyond the planning period being considered. To see this more clearly, let
us present an example. Suppose that the planners are comparing two
alternative new military capabilities (weapon systems A and B). Both have
development and procurement lead times of about 10 years, and both must
meet a specified effectiveness schedule (E~E’) for a 10-year period as shown
in Fig. 8.4. The cost profiles for A and B over the assumed 20-year planning
period are about the same (the solid line cost stream in Fig. 8.4). On the
basis of this information, and assuming a *‘cut-off”’ of all costs and benefits

38 A related technique is called “break-even analysis.” This procedure determines a
“break-even rate of discount” - that is, that rate of discount which makes the two
leading alternatives equal in terms of present value system cost for the specified schedule
of effectiveness.
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Fig. 8.4-"'Residual value” example

after the 20th year, the decisionmakers would presumably be indifferent
about a choice between A and B.

Suppose, however, that someone comes forward with an argument
asserting that a part of system A (for example, its major equipment) is
likely to have some kind of military worth after year 20; and that if this is
the case, a portion of the investment costs of system A should be sub-
tracted from tie initial 20-year time horizon and “assigned” to a follow-on
period (say, years 21 through 30).°% In practice this *‘assignment” has
usually been done on the basis of some kind of judgment about the “uscful
life”” of the major equipment in question.

A very crude calculation might be dune as follows: For the general type
of major equipment being considered, useful life in past history has been
about 20 years. Therefore, for the proposed equipment, half of its invest-
ment costs should be “‘charged” to the initial planning period and half to
the years 21 through 30. More “‘sophisticated” procedures might charge
relatively less to years 2i through 30 to allow for the greater uncertainty
about “useful life” in the more distani iime period.

Suppose that something like this is done in our example, and that as a
result a “‘residual value” (shaded area in Fig. 8.4) is calculated for alter-
native A and assigned to the time pericd 21-30 years. The cost profile fcr

3% Such assignment of costs to a subsequent planning period is often proposed in the
case of new Navy ships - especially aircraft carriers. It should be pointed out that
*‘residual value' does not refer to scrap value, but rather to some kind of “‘military
worth’’ (usually unspecified).
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A now drops considerably (from MNOPQ to MNRPQ) for the planning
period being considered; and unless somneone can come forward with a i
] similar ‘“‘residual vaiue” argument for system B (whose costs are still

MNOPQ), alternative A will be preferred over alternative B. Thus, in this
case the introduction of someone’s speculation about the “aseful life”
v i (**military worth” ?) of the major equipment in alternative A some 20 to
! 30 years in the future changes what is equal choice between A and B into
3 an easy choice of A over B.
] Let us now offer a few comments on the example:

e Mok it M

1. Judgments about “‘useful life” or “‘military worth’’ beyond the initial
3 planning period would seem to pertain to effectiveness or benefit considera-
] tions. This being the case, it seems somewhat strange to deal with possible
supplemental benefits by arbitrarily taking costs out of one period and
putting them into another (the follow-on period).

2. Subtracting costs from the initial planning period and assigning them
to the follow-on period may deprive the decisionmakers of information
they usually want to have. For example, they want to know the timing of the
] economic impact of alternatives being proposed for the future. They also .
want to know approximately when the obligational authority required to .
3 finance such alternatives would have to be obtained from the Congress.

Exclusive use of ““residual value costing’ tends to confuse these issues.

3. Making meaningful assessments of possible military worth of major
equipments (or other major asset;) for periods 20 to 30 years in the future
is most difficult. That is the main reason why long-range planners set up a
limited time horizon in the first place. Beyond that time period it is probably
imipossible (o consider the reievant issues in a useful way. 1.’ on certain
occasions the planners find that something definitive can be said about
possible follow-on military usefulness of future equipments or other assets,
the matter should be dealt with explicitly. This may be done, for example,
by extending the initial time horizon or by considering two sequential
planning periods. Such a treatment would eliminate the need to consider
*‘residual value costing.”

Maacas b o

Thus, we might draw the foliowing conciusions:

4
1. The residual value costing idea as practiced in some systems
analysis studies 1s not to be recommended as a general procedure.
1t is likely to confuse more issues than it clarifies.
2. If for some reason residual value costing is used, the “‘full cost
f case should also be presented to the decisionmalers. This will

"

enable them to get a proper picture of the time impact of obligational
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authority or expenditure requirements during the planning period
being considered.

3. The residual value problem should be considered primarily as
an effectiveness or benefit issue, If in a particular case definitive
issues exist regarding the possible military value of future assets
in the follow-on period, t'is information should be presented
to the decisionmakers explicitly - not in terms of arbitrary
transfers of cost from the initial planning period to the follow-on
period.

Wartime Costs

So far in this book the subject of ““wartime costs™ has not been addressed ~
at least not explicitly. In the context of comparisons among possible
alternative capabilities for the distant future, the main emphasis has been
on the resource impact of peacetime activities to acquire and sustain future
postures for deterring war and for fighting a war for a limited period of
time should deterrence fail.® Hitch and McKean took a similar view in
The Economics of Defense in the Nuclear Age:

Our major emphasis in this volume is on peacetime preparations for war and on
deterring war. This means that we are interested mainly in peacetime, not wartime
costs. We are irying to make the most of the resources available for national
security in peacetime. In principie, the wartime costs are relevant. In practice, we
can {requently ignore them. For in the case of general nuclear war, we expect the
war to be fought with the forces in being at its outbieak. The major economic
problem is to maximize the capability of these forces by using resources efficiently
before the war starts - so efficiently that we hope an enemy will never dare start it.
In the case of limited war there may well be significant production of wezovons and
expenditure of resources after the limited war begins (as in the case of Korea), but
occasional wars for limited objectives will cost little compared with the year-in
year-out costs of peacetime preparedness. It is estimated that the *“‘cost of United
States forces in Korea over and above the normal cost of such foices if no action
was taking place’ was approximately five billion dollars in the fiscal year 1951/52,
about 11 percent of total United States expenditures for major national security
programs that year.*

In years past, few analysts seemed to question the appropriateness of
using so-called ‘‘peacetime costs” in comparative analyses of long-range

%% I imited period of time" usually means a time interval sufficien’ to permit the
economy to gear up for production to replace resources consumed during the initial
phases of the war and to sustain the effort thereafter. This applies to cssentially the
centire range of the spectrum of warifare except the two extremes: (1) the all-out thermo-
nuclear exchange and (2) the very small, short-term limited war.

81 Hitch and McKean, op. cit., pp. 169-170.
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planning problems.®? Perhaps the thinkirg then was conditioned by
general nuclear war scenarios, in which “‘wartime costs’™ were rather
academic. The situation in limited noa-nuclear wars and controlled-
response nuclear war, however, could be quite ditterent. Particularly since
the Vietnam experience, questions have been raised concerning possibie
biases arising in comparisons among alternatives when ‘‘wartime costs”
are not fully taken into account in long-range plann:ng studies. Qur task
here is to explore this question and to try to clarify some of the issues.

If the issue is put: “Are wartime costs relevant in systems analyses of
long-range planning problems?” — the answer in principle would seem to
be “yes,” as Hitch and McKean have pointed out.®® In practice, however,
in making relative comparisons among preposals for distant future
military capabilities, there will no doubt be cases where a substantial
portion of wartime costs may appropriately be ignored.®* In other in-
stances this may not be so, and some attempt, however crude, wiil have to
be made to reflect the more important wartime costs.

At this point let us explore briefly the meaning of “‘paacetime costs,”
as currently used in many systems analysis studies. For some new proposed
capability for the distant future, these costs consist of r¢search and develop-
ment, investment, and operation over a period of time (say 5 or 10 years;.
Do these so-called “‘peacetime cests™ contain any slements of “‘wartims
costs’’ ? Indeed they do. Some are obvious; for cxample:

I. The cost of inventories of wartime rcadiness reserve stocks of
ammunition, spales and spare parts, and other cansumable supply
items. In principle these items are stacked on the basis of estimates
of possibie wariini consumption rztes for sppropriate perisds of

62 We coatinue to put peacetime costs in quotarion marks, because, as will be indicated
later, the concept as used in practice contains a rather complex mixtare of “peacetime”
and “‘wartime”’ costs. In fact, it wouid seem that t"«¢re is no such thing as purs “‘peacelime
costs.” For, after all, were it not for the contingency o war, there would prasumabiy be
no peacetime military activities and hence no associated cosis. One definition of
“peacetime costs,” therefore, might be: “‘cosis incurred cr sustained for miltiary and
related activities during peacetime in aiizicipation of war.” “Wartime coats” would then
be defined in incremental terms as “‘thoss military 2~d reiated costs incurred during
actual conflict situations.”

$3 Some practitioners zrgue that estimates of wartime dollar cosis zre irrelevant in
systems analysis studies. For exampie, see J. G. Abert, Some Problems in Cost Aralysis,
Research Paper P-186 (Arlingtion, Virginia: Institute for Defense Analyses, June 1965),
Chap. V, *‘The Irrelevancy of Wartime Costs.”

54 We stress that the context of this book is lor:g-rang= planaing with emphasis upon
relative comparisons among alt:rnatives, pziticula:ly to serve as a guide to rescarch and
development decisions. In othe: contexts — planning for current ¢perations ‘n an 2xisting
or likely wartime situation -- exgiicit consideration of wartire costs cannot appropriately
be ignored.
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time (say 30 to 120 days), so that the system can functicn in a
postulated wartime environment until production can be geared up
to meet wartime requirements.®® The costs of such inventories in
no way reflect the wartime costs of long-duration campaigns. They
de, however reflect an important portion of the costs of short-
duration campaigns and of the initial period of long-duration
wars.%¢ In any event these are “wartime costs” which are incurred
In peacetime.

The personnel costs associated with manning levels which are
considerably higher than those required for a standby peacetime
operation: major equipment crew manning requirements stemming
from estimated wartime crew ratios, the manning of maintenance
activities. and the like. Tactical airpower systems, for example, are
typically manned in peacetime for a potential wartime sortie-
generation capahility which is considerably higher than that required
for pexcetime readiness postures. Again certain elements of “war-
time cost” are reflected in the estimates of ‘“‘peacetime cost.”

I

Other ways in which certain “‘wartime costs’ are reflected in *‘peacetime
costs” are somewhat more subtle. To see this clearly, let us consider the
following example. Suppose that the long-range planners are comparing
alternative forees in the context of a distant-future, non-nuclear limited war
scenario involving countries Y and Z. The specified “task to be done”
requires having a {uture force posiure which hopefully will deter Z from
attacking Y and which, if deterrence fails, wil! with high confidence prevent
Z from overrunaing a specified key portion of Y’s territory within, say, a
30 to 60 day time perind.®” Assume now that alternative proposals C and
D z1e beng compared, wiik a view {0 determining which aiternative might
do the stipulated task at least cost (that is, the least “‘total system cost’ as
defined earlier).

The systems analysts construct a campaign model of the situation and
run alternatives C and D through an effectiveness analysis of the problem.
It is found that alternative D is considerably more vulnerable to the postu-
lated attack by the forces of country Z, with the result that units of D suffer

8% Here we say “'in principle” because estimating wartime consumption rates for conflict
scenarios 10 to 20 years into the future is a most difficult (perhaps impossible) task. But
this is merely a reflection of one aspect of the problems involved in introducing wartime
costs into systems analysis studies concerned with the distant future.

¢4 Onc type of cost that is nor taken into account here is the cost of replacing wartime
readiness reserve stocks once the campaign is over.

€7 The latter specification, of course, has a direct bearing on the probability of success of
deterrence.
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a higher combat attrition rate than those of C. This means that a much
larger force size of D would be required to do the specified task than the
force sizes of C todo the same job. Suppose the force sizes of C and D are 20
and 50, respectively. Suppose further that the cstimated total system costs
for C and D are as portrayed in Fig. §.5. On the basis of these data, C
would be preferred over alternative D.
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Fig. 8.5 - Total system cost versus force size for C and D

Let us now pose the following question: Do the ‘‘peacetime costs’ used
in comparing C and D contain elements of “‘wartime cost” over and above
those for wartime reserve stocks and manning referred to previously ? The
answer would clearly seem to be ‘“‘yes,” because the force sizes of C and D
were determined on the basis of the campaign analysis (including estimated
wartime attrition) of the stipulated wartime task to be performed. This in
turn has an impact directly on the ‘‘peacetime’” acquisition and sustaining
costs of the war-deterrent capabilities of C and D. Thus, the so-called
“peacetime costs” currently uscd in sysiems analysis comparisons of
alternative distant-future military capabilities usually contain substantial
¢lements of ‘‘wartime costs.” They are far from being “‘pure’” peacetime
costs, as some analysts have maintained. This is especially bound to be the
case when the systems anaiysis is conducted in a “fixed-task-to-be-per-
formed” type of analytical framework.

The preceding argument, however, does not mean that the costs used in
systems analyses reflect the full costs of possible distant future conflicts.
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The costs of wars and peacctime costs containing elements of wartime cost
are clearly two different things; and total system or force costs typically
used in long-range planning studies do not measure the cost of wars.®®
While in principle including all wartime costs seems desirable, in practice
it seems infeasible when dealing with the very distant future, The question
still remains, however, as to whether or not omission of incremental war-
time costs®® tends to bias the comparisons among alternatives made in
systems analysis studies. There can be no general answer, of course. But it
is not difficult to think of situations where the outcome might be differant
if incremental wartime costs were somehow taken into account.

As an example, let us consider the case of a high-intensity, limited non-
nuclear war. Here, one of the key variables determining full wartime cost is
the length of the conflict. Allowing for variations in this factor (and the
associated wartime costs) may or may not change the ranking of the
alternatives being compared.”’® But the possibility of such differential
effects is what the systems analysts should try to explore.”! Admittedly
this 15 wost difficult to do, and certainly we cannot predici the duration of
future wars. However, some sort of crude sensitivity testing might be done,
as shown in Fig. 8.6.

Here, for a stipulated task to be done the cost of alternatives E and F is
piotted as a function of days of war, bezinning with D-day (the day war
begins). The costs include conventional !otal system costs plus a rough
estimate of the incremental wartime costs aticr D-day. Here, the incremental
wartime costs as a function of time do impact differentially on E and F,
with the result that a cross-over point occurz at D + N days. For the
specified task to be done, alternative F is preferred prior to D + N;
alternative E is preferred thereafter.

This is an example of the sort of testing that might be done to help assure
the analysts about the wisdom of suppressing incremental wartime costs

5® One of the very real costs of wars is, of course, casualties. Total system costs, as we
have defined them, do not reflect casualties in an explicit way. However, the effectiveness
part of a systems enalysis very often contains explicit attempts to estimate casualties.
For example, in comparing alternative mixes of future air and ground forces for use in
limited wars, one of the measures of effectiveness might be infliction of casualties on the
enemy forces and potential for avoiding casualtics to friendly forces.

69 By “incremental” we mean wartime costs over and above those typically taken into
account.

70 Qur ability to measure full wartime costs of possible distant-future conflicts may, for
example, be so crude that differeniial effecis cannet be detected, with the result that the
impact on alternatives is essentially proportional.

71 An example of a case in point is where the best force mix for the initial stages of tae
conflict is not the same as the preferred mix for later stages. The characteristics of combat
requirements very often change as a function of time.
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Conventiona! total system cost + incremental wartime costs after D-Day

Fig. 8.6 — Cost versus war duration for alternatives E and F

in a given comparison. In those cases where differential impacts on the
comparisons of alternatives are detected, the results of the sensitivity
analysis should be presented to the decisicnmakers in an explicit fashion.
Such information could help them in making final judgments about the
aliernailves under consideration, J

3 Summary

Unceriginty

Ccst analyses of distant future military capabilities are typically subject to
many uncertainties. These uncertainties may be categorized under two
main headings:

N

Sttt

1. Requirements uncertainiy {analog. us to *“‘siatc-of-the-world

] uncertainties’),

1 2. Cost-esiimating uncertainty (analogous to ‘‘statistical uncer-
] tainties™).

: Requirements uncertainty is by far the more important in most cases.

How the cost analyst tieats uncertainty in any given instance is very
much 2 function of tne design of the systems analysis study of which the
cost analysis _» a part. This a especially true in the case of requir ments
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vncertainty. Here, imuginative sensitivity testing on the part of the cost
analyst can be very useful io the systems analysts in their unending search
for dominances and for ingeni:us ways of hedging against major uncar-
tainties of the distant future. To do this efectively, however, cost analysis
methods and models must be parametric in ..ture. That is, they must be
“open-ended” with respect to <ey cost-generating explanatory variables
such as major equipment performance characteristics, operational con-
cepts, force size, and the like.

In deaiing with cost-estimating uncertainties, the hope in most systems
analysis studies is that these uncertainties may safely be supnressed - for
exariple, by using “‘expected value” cost estimates. One of the main tasks
of the cost analysts, therefore, is to determine whother or not such a sup-
pression is a ,prop-iate. The following may be helpful in forming judg-
ments in this regaid: (1) examination of the measures of reliability (for
example, standard errors or prediction intervals) for key estimating rela
tionships used in the cost analysis; (2) sensitivity testing, particularly with
respect to the more important categories making up total systern (or force)
cost; and (3) use of Monte Carlo techniques.

Problems Associated with Tirie

Because of the importance of the subject of time in systems analysis studies,
it should always be taken into account specifically, preferably through
explicit time-phasing of effectiveness and cost: Nevertheless, this is not
often feasible in all stages of the analysis.

Particularly in the early phases of an investigation of a wide range of
alternatives, ‘‘static™ indexes of cost are often used. These indexes usually
contain implicit (frequently unrecognized) assumptions about discounting
of future costs. Cost analysts have the responsiblity to make these assump-
tions explicit.

Later in the study, when the most interesting set of alternatives has been
uncovered, time-phasing considerations should be treated definitively.
When time-phasing is introduced explicitly, usually the best way to compare
alternatives is to specify a desired pattern of effectiveness or capability over
the period of interest and to seck that aiternative which meets the stipu-
lated capability at least cosi.

Here, the “‘base case’” cost streams should be computed using a zero rate
of discount for the period of time under consideration. In addition, the cost
analysts should conduct sensitivity analyses to explore ithe implications of a
relevant range of discount rate assumptions. The objective is to determine
whether the ranking of the alternatives is sensitive to the discount rate.

Another topic related to problems associated “with time is ths matter of
“residual value.” It arises when possitle use» of future military assets

v 44"

‘."1.1'




O SRS M W SO ors el YOI o

1
k
]

t
e

o LRI n-‘& :

P

SPECIAL TOPICS 24}

beyond the initial planning time horizon are taken into account. One pro-
pused solution used in some past systems analysis studies is to subtract
costs from the initial planning period and assign them to the follow-on
period (“‘residual value costing’).

This solution is not recommended as a general procedure. The residual
value probiem should be considered primarily as an effectiveness or bene-
fit issue. If in a particular case definitive arguments can be advanced
regarding possible military value of future assets in the follow-on period,
the information should be presented to the decisionmakers explicitly -
notin terms of arbitrary transfers of cost from one period to another.
Wartime Costs
The issue of “peacetime’ vs. “‘wartime” costs is troublesome for a number
of reasons. One is that so-called “peacetime” costs generally used in
systems analysis studies typically contain important elements of “wd.time”
cost. Another is that in considering alternative proposals for military
capabilities in the distant future, it is very difficult in practice to assess full
wartime costs in 2 meaningful way.

Particularly in analyzing limited war, the key question is whether or not
the relative comparisons of alternatives may be biased because of omissions
of key elements of wartime cost. Systems analysts will rarely bz able to
answer this question definitively. However, when it is feasible to do so, the
aitalysts should cenduct sensitivity tests in an «‘tempt 1o shed some light
or the matter. For example, the aralysis might t: ¢ arried out for several
assnmptions regarding the duration of the war. If there are significant
differentizl impacts on the alternatives being considered, this inforiation
should be presented to the decisionmakers.
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Chapter 9

SYSTEMS ANALYSIS EXAMPLES

From time to time throughout this book we have presented brief examples
of systems analysis studies. At this point, it seems appropriate to probe
systems analysis — and its attendant problems of cost analysis - in more
depth through the use of several fairly detailed illustrations of actual, and
recent, studies. Of course, because we will be concerred with examples,
and not the studies themselves, we shail be at a rather high level of generality,
Yet this should be adequate to the achievement of our objective, which is
to give the reader more of a grasp of the total systems analysis process in
terms cf (1) conceptual and methodological considerations and (2) some
of the practical probliems encountered in actually doing a systzms analysis
study. Here, cur point of view will be primarily that of the project leader
who must assume the key role in the design and conduct of an analysis
pointed toward assisting long-range planning decisionmakers. This means
that the cost considerations per se are not emphasized more than any of
the other aspects of the total process. Cost analysis matters, therefore, are

iscussed as onily one component of an integrated whoie and in the context
of the particvlar questions to which the total aralysis is addressed.

Let us consider the following three studies:

1. An analysis of the possible roles of lorg-endurance aircraft in future
military force postures. This example is based on a 1963 study of the poten-
tiai uses of long-endurance aircraft in a variety of mission areas. However,
to keep the illustration relatively simple, primary emphasis is placed on
one mission area (strategic bombardment), and the main fccus is on inter-
system comparisons and the analysis of critical subsystem components.
Another purpose of this example is to indicate some of the types ot analyses
that can be carried out when the time availablc to assist the decisionmakers
is relatively shori - a very likely situation for many analytical staffs in
government agencies.

2. A censideration of trade-offs between ground and air forces in a non-
nuclear limited war. Here again the illustration is based on past investiga-
tions. However, the analytical problems involved in this case are in many
respects much more complicated than in the first example. For instance,
force mixes must be considered explicitly. and an attempt must be made to
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deal with the many complexities of limited war scenarios. A particularly
troublesome problem pertains to establishing appropriate criteria for
assessing the effectiveness of alternative force mixes, and special emphasis
1s given to this question in the discussion of the example. The basic analytical
framework is a *“‘fixed budget” type of comparative format - that is, the
air-ground force trade-off problem is examined in the context of equal-
cost alternative force mixes.'

3. An exploratory investigation of new approaches to complex problems
of choice mvolving interactions among technological, military, and political
considerations. Unlike the pre-sious cases, the third example is based on the
results through 1998 of a continuing exploratory effort which is even now
stiil in its early stages of development. Because of this, our discussion must of
necessity be less definitive than we would like. However, those readers who
are especially concerned about possibilities for new analytical approaches
to complex problems of choice under conditions of uncertainty should find
the exampie interesting and hopefully conducive to further thought. The
study which serves as the basis of our example is focused on distant future
strategic offensive, defensive, sensor, and command forces in an operational
sphere whose diameter is 12 earth radii.? That portion of the scenario
spectrum of particular interest is the initiation, management, and termina-
tion of generai war at levels Jess than full counterpopulation exchanges.

The remainder of the chapter is divided into three self-contained parts -
one for each of the iliustrative cases - so that the reader may select the
combination of cases he wishes to examine in detail.

CASE I:
THE LONG-ENDURANCE AIRCRAFT EXAMPLE’

The view is often expressed tht analytical effort of real vaiue to a decision-
maker dealing with comple  lanning problems may prove exceptionally
difficult, perhaps impossible. Two reasons in support of this belief are:
(1) an extremely complex environment, along with a host of nonauanti-
fiable variables; and (2) a short deadline to do a study.

I I T e

' Thic is a frequently eminloyed framework of analysis. It has been used, for example, in
examinatjons of force mixes of land-based and sea-based tactical airpower, force mixes
of airlift, sealift, ind prepositioning; force mixes of Regular and Reserve Forces; and
SO on.

2 That is to say, a substantial volume of outer space is part of the assumed operational
environment. The time horizon extends out to 1980.

3 This example is based on G. H. Fisher, “lllustrative Example of Cost-Utility Con-
siderations in a Military Context,”” Appendix to Chap. 4 in David Novick (ed.), Program
Budgeting: Program Analysis and the Federal Governmen: (Cambridge: Harvard
University Press, rev_ed., 1967), pp. 106-i19.
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No doubt there are such instances. However, we take the position that
even in rather severe cases, something can be done, and that this something
may often be very useful in spite of the lack of extensive calculations of
utility and cost. In the present section, an example having such character-
istics is selected deliberately in order to illustrate the kind of analysis that
might b= done. It is based on an actual study conducted at The Rand
Corpcration in 1963. In order to avoid security-classification, much of the
substantive detail has to be suppressed. However, it is hoped that enough
of the essentiul content of the preblem 1s preserved, so that a few of the
more important points can be illustrated.

General Statement of the Problem
Basically, the problem may be stated as follows:

1. Investigate the possible role of long-endurance aircraft {LEA) for
use in new weapon (or support) systems to perform a variety of
U.S. Air Force missions in the 1970-1975 time period.*

2. In each mission area compare LEA type systems with alternative
possibilities, inciuding missile as well as aircraft systems.

3. Investigate the possibilities for multipurpose use of the LEA ; that
1s, of developing a basic aircraft and adapting it to several mission
areas. What are the cosi savings? What, if any, degradations in
utility (system effectiveness) might be incurred in a given mission
area by using a multipurpose vehicle rather than one “optimized™
to that particular mission ?

4, Timc to do the study: about 6 wecks.®

5. Assess the implications for possible new development programs to
be initiated in the near future, with a view to initial operational
capability in the early 1970s.

Further Consideration of the Problem
On the face of it, the statement of the problem outlined above app=ars
fairly straightforward, although the short time period for doing the study

4 A long-endurance aircraft is one designed specifically to remain airborne in unrefueled
flight for a prolonged period of time ~ in some cases several days. Usually the emphasis
on long endurance invelves compromises in certain of the other performance charac-
teristics, especially speed and cruise altitude.

% It should be pointed out that The Rand Corporation had in previous years done a
considerable amcunt of work on the technical and design aspects of LEA. However,
work on system applicauons of LEA was somewhat more limited. In any event, 6 weeks
was a short tirne to do a study of this type, at least to Rand standards. But ime to do a
study is relative. In a military staff environment in the Pentagon, 6 weeks would ro
doubt be considered a relatively long time.



L tbe ol

Yo

waprnrnr HGRE

——at e

e

it E T TP

SYSTEMS ANALYSIS EXAMPLES 245

imposes a significant constraint, Even preliminary thinking about the
problem soon leads to the conclusion that the problem is a difficult one.
Some of the more important reasons why are outlined in the following
paragraphs,

A wide range of possible mission area applications might be considered;
for example, strategic bombardment, limited war, defense against sub-
marine-launched ballistic missile attack, air defense of North America
(against the air-breathing threat), command and control, satellite launching
platform, anti-satellite missile launching platform, aig, {ransport, and
intelligence or reconnaissance patrol applications.

The future environment (1970-1975) in practically all the mission areas
is very uncertain. In limited war, for instance, what kinds of limited war
scenarios should we consider ?¢ Obviously, we cannot single out one that is
“most probable.” A range of scenarios must be considered, and this range
should not necessarily be chosen on the basis of likelihood, but rather to
illustrate possible roles for the LEA.

Within most of the mission areas there is a wide range of alternative
systems to be considered - even including the Navy’s preposals for an
advanced Fleet Ballistic Missile (Polaris) system in the strategic area. (Some
of the more relevant alternatives are discussed later.)

After only slight initial examination, it becomes obvious that the most
critical considerations do not concern the LEA vehicle itself, but rather
the payload subsystems that have to be developed and procured to give a
LEA system its capability in a given mission area. There are exceptions:
command ard control 1s probably one of them, for example. But in
general, the payload subsystems pose the more interesting and difficult
technical problems; and preliminary cost analysis indicated that the develop-
ment cost for a subsystem in a given area (like strategic bombardment)
would be considerably greater than for the total development program for
the LEA itself. In short, what initially is specified as mainly an aircraft
problem rapidly turns primarily into problems concerning subsystems.

The main characteristics of a long-endurance aircraft are extended air-
borne capability (endurance), large payload, and long range.” These are
so-called “‘positive’ characteristics. The main negative ones are low speed
and possible constraints on aititude capability. So immediately the analyst
should think about mission applications where the positive characteristics

8 Here “‘scenario’* essentially means the context or sctting within which the particular
type of war is assumed to take place; for example, the geographic area; the political
environment at the beginning of the confiict; the political objectives 1o be attained; the
constraints on weapons (nuclear weapons or nct ?); the sanctuaries, if any; and so on.

7 There are trade-offs among these. of course.
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are desired and where low speed is not a handicap or perhaps is even
desirable (for example, in certain tvpes of inteiligence/reconnaissance
operations). One example is a mission area where airborne patrol opera-
tions are ymporiant. Apctner 15 a shwuation where vulnerability on the
ground to an initial enemy attack is a preblem, and an alternative basing
scheme is required. The LEA used as an airborne platform provides one
such alternative. But there are still other possibie clternative basing con-
cepts: ground mobility, water-based platforms {(surface), water-based
pi:atforms (submersible), and so on. These alteriratives would have te be
taken into account in the analysis,

From this partial list of considerations, it is clear that the problem is
indeed a complex one. The real question is what can be done with it in the
short time available for analytical effort. For illustrative nurposes, let us
take one mission area - strategic bombardment — and consider some of the
more relevant factors in this area.

Sowne Considerations in the Sirategic Bombardnien: Ares

hi considering whether the straregic systems being planned in 1963 for the
early 1970s should be suppiemented, two major uncertainties involving
military inteiligence were paramount :

1. Whether .ihe encmy was likely to achieve technological advances
such that his ofiensive capabiiities would render U.S, fixed base
thardencd) massile systems vuinerable on tie ground to a fust sivike.

2. Whether the enemy was likely to achieve a reesonatly eilzctive
defense against intercontinental ballisic missiles (u:: ABM

capability} during the eariy 1970 time pericé.

Whiiz the analyst cannot resolve these uncertainlies, he can and should
trace out their implications, enumerate the relevant alternatives that might
be used to meet them, and possibly suggest ways to hedge against them.

Regarding the first uncertainty, it 15 clear that the LEA wouid be of
interest if the problem is one of seeking alternative basing schemes to avoid
or reduce vuinerabiiity on the ground. The LEA could be used as a
standofl raissile-launching piatform in a system havieg o substantial pait
of the force on continuous airborne alert. Regarding the second un-
<riainty. the LEA offers no wrique features; bui it could be used as an
airborne platform from which Iow-aliitede penctrating missiles (to avoid
ABiV defenses) coutd be launched. When the two types of vuceriainty are
combined, however, it could be that a LEA system (with lcw-altiiude
pesstrating irasetles) might be attractive, But cuch a system would have to
be compared witiy ihe aliernatives.
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What are some of the relevant alternatives? The following is an illus-

trative list.
For the case where the prime objective ic to reduce initial vulnerability

to a surprise attack:

w

LEA used as a standoff platform for launching airborne ballistic
missiles (ALBMs) in a system having a substantial part of the force
on continuous airborne alert.

Land mobile (truck or rail) ballistic missile systems.

Water mobile (barge) ballistic missile systems.

Incremental Fleeiw Ballistic Missile (Polaris) force. {Incremental to
the currently planned Polaris force.)

. Additional Minuteman missiles (to tiy to compensaic for their

ground vulnerability ty having a bigger for<e.)

For the case where the main purpose is to have a systein that can pene-
trate enemy ICBM defenses:

I.

Low-altitude penetrating missiles launched from an airberne
platform — an LEA or some other aircraft.

. Land based (fixed) ballistic missile systems with low-altitude

penetrating reentry devices.

Land based (fixed) ballistic missile systems with multiple warhead
(possibly including decoys) reentry devices to <oniuse the enemy
1CBM defense.

Sea based ballistic missile systems with low-altitude penetrating
reentry bodies or with multiple warhead capability.

For a combination of the above two cases — that is, where the main
concern is about the initial vulnerability of U.S. strategic systems and
about the enemy having an AICBM capability:

1
1.

LEA used as a standoff platform for launching low-altitude
peneirating missiles in a system having a substantial fraction of the
force on continuous airberne alert.

Land mobile (truck or rail) ballistic missile systems with low-
altitude penetrating reentry devices or with mu.i-iple warhead
reentry bodies.

Water mobile (surface) ballistic missile systems with low-altitude
penetrating reentry devices or with multipie warhead reentry bodies.
Same as (3) except that the launching platform is below the surface
(for example, submarines or submersible barges).

e e e aa b r———————_
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The main problem 1s to conduct an analysis to compare such alternatives
on a cost-effectiveness basis, with a view to determiring preferred alterna-
tives under certain assumed scenarios. Ideally, this would proceed some-
what as follows. (Here, we assume a fixed effectiveness conceptual
framework ; a fixed budget context could be used instead.)

An enemy target system is specified to be destroyed with some probability
of success (say, 90 percent). Campaign analyses are conducted in order to
determine the size force that would be required for each alternative to do
the specified task. This involves determination of the number of U.S.
weapons surviving a postulated initial enemy attack, determination of the
force that is successfully launched to make the responding strike on the
specified enemy target system, assessment of losses to the enemy defenses,
calculation of target destruction, and the like.® Given the resulting force
size calculations, we then proceed with a resource analysis to determine
the total system cost (research and cevelopment, investment, and operating
cost) for each of the alternatives required to do the job. These system costs
can then be compared to try to determine which alternative is likely to
accomplish the given task at the lowest cost. Finally, the analyst might
repeat the analysis for varying levels of initial enemy attack and varying
types of U.S. responses, and then conduct a quzlitative analysis to
supplement the quantitative work.

This approach to the problem would lead to a ‘“‘*hard core” cost-
effectiveness analysis — something thart is not easy te do and certainly very
time-consuming. Since only 6 weeks were available for the entire study,
something far short of a complete analysis had to be done. The real
question is what can be done, if anything, within such luniiations. Our
position was that a great deal could be done, far short of a type of analysis
involving a relatively complete set of calculations of utility and cost.® For
one thing, a mere erumeration of all the relevant alternatives may be very
helpful; better yet would be to furnish data and information bearing on
effectiveness and cost of thesc alternatives.

Summary Analyses of Cost and Effectiveness

One thing that can be done is to develop sumimary analyses of cost and
effectiveness and present them along with a qualitative statement of some
of the key implications. Examples are given in Fig. 9.1 and Table 9.1.

® It should be emphasized (hat these campaign analvses are very difficult and time-
consuming.

2 Recall that our objective in analytical work is nof to **‘make the decision,” but rather
to provide a better basis for the decistonmakers te exercise their judgnmen:.
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TABLLE 91

Selected Data Bearing on Effectivenes {on-<iderations
for Altcrnative Systems A, B, G, 2 and E

Alrernarive System
Description A B C D E
Quanritative Inofrmuation

Effective range (n mu)

Cruisc speed (kn)

Penetration speed (kn)

Warhead vield (MT)

Circular error probability (CEP)

Single shot kill probability
Against soft targets
Against hard targets

Extended strike option time (days)

... el

Qualirative Information*
“*Show of force' capability
Multidirectional attack capabiiiiy
Ground vulnerability
In-flight vulnerability
Conirolled 1esponse capability
...cte

¢ Some of these items have quantitative aspecis w then; but they are
very difficult to assess in a study with a short time deadiine.

Figure 9.1 shows total system cost vs. force size for several aliernative
systems. 1n this example, “force size” means number of missiles in position
ready to go. In the case of a system like Minuteman, it means number of
missiles in silos ready to fire. 1n the case of a LEA system carrying airborne
air-to-surface missiles, it means number of missiles continuously airborne
on station and ready to go. Used in conjunction with data pertaining to
effectiveness (as in Table 9.1), curves that indicate system cost vs. force
size can be useful.

For example, equal-ccst cases can be generated (F, of Alternative A, £,
of Alternative C for cost level By in Fig. 9.1). These cun in turn be com-
pared in terms of the data bearing on eftectiveness, with a view to reaching
judgments about which alternatives might ofter the most capability for the
given levzl of cost.

In any event, the decisionmaker is clearly in a better position to exercise
his judgment if he has the berefit of Fig 9.1 and Table 9.1 than if he did
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Total system cost {$ billion)

A,
-]
(=]

Force size (number of ready missiles)

Fig. 9.1 - Total system cost versus force siz* for alternative sysiems A, B, C, D,and E

not have them.'® This is an example of what can be done between the
extremes of no analysis whatever, on the one hand, and ‘“hard core”
cost-eftectiveness analysis, on the other. The results are certainly far short
of a detai'ed quantitative analysis; but they nevertheiess may be useful.

|

A Purely Qualitative Ansive’s

Quite often a purely (ualitative comparison can be very helpful, especially
when used to supplement the kind of analysis presented above. An
example is presented in Table 9.2,

Here, the various alternatives are listed in the stub of the tabie. and in
the body various qualitative comments are made regarding the characteris-
tics of certain key capabilities of the alternative systems. In cases where a
large number of alternatives are under consideration, such information
can be useful in weeding out those cases that are likely to be of little
intzrest from those that appear worthy of further and more detailed
deliberation.

19 It is assumed, of course, that the decisicnmaker also has the benefit of any interpretive
comments that the analyst may have.
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A Subsystem Example

“ubsystem ccasiderations are often of paramount importance in decision
problems, particularly when uncertainties are present. In our present
example, assume that one of the alternatives under consiueration is a
long-endurance aircraft (LEA) system utilizing a chemically fueled low-
altitude penetrating missile (LAPM) launched from the LEA airborne
platform located in a standoff position outside enemy territory. Assume
further that we are somewhat uncertain about the gross weight vs. low-
altitude range relationship for this neswv LAPM, which is not yet developed
and which, if developed, would not be operational until some six or more
years from now. Upon examining the system characteristics of the LAPM,
suppose that the analyst finds that its gross weight is very sensitive to
low-altitude range, and that this relationship can be graphed for two
cases: an “‘optimistic”” and a ‘‘conservative’ relation between weight and
range. (See Fig. 9.2.) We note that a rather severe weight penalty 1s
incurred in moving from a range permitting coverage of 70 percent of the
enemy target system (Ro) to one permitting a 95 percent coverage (R,).

Rg = LAPM range permitting coverage of 0% of the
enemy rarg:t system

k, = LAPM range permitting coverage cf 95% of the
vnemy target system

|
i /
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|

| /
. L/
. 5 ] /Opﬁmistic
3 4
3 L/
z ) | /
Conservative
3 - | s :
}oo
pd |
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~ i |
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1 | -
Ro R,

Low altitude range

Fig. 9.2 - LAPM gross weight versus low-altitude range
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It may be instructive to explore the consequences of the relationships
portrayed in Fig. 9.2. For example, let us consider a sensitivity analysis of
total system cost as a function of the key variables in Fig. 9.2 and two
additiona! variables: force size (defined as the total number of missiles in
the system which are continuously airborne on station) and the average
fly-out distance from base to siation.!! The results may look something
like those givenin Fig. 9.7.

# | Conservative LAPM
————R,, :3nge LAPM / waight estimate
/

= ——~R} ronge LAPM

Optimistic LAPM
weight estimate

# | Conservative LAPM
weight estimate

Optimistic LAFM
} weight estimate

Totai system cost ($ billion)

¢ = 1500 nmi overage fly - out distance cases

¢ =3000 nmi average fly - out ditt~nce cases

Number of missiles airborne on statien

Fig. 9.3 - Toial system cost versus force size for various cases

From the figure it is clear we have examples of both sensitivity and
relative insensitivity. Total system cost is very sensitive to LAPM range
(and hence gross weight), and it is fairly sensitive to whether the optimistic
or conservative estimate of the weight vs. range curve is used. Moreover,
these sensitivities seem to increase as tota! force size increases. On the

'1 The importance of average fly-out distance from base to station (U.S. bases are
assurned) depends upon the strategic scenario being considered. If a quick response to
an initial enemy firsi strike is desired, a long fly-out distance would be required. If not,
a short fly-out distance might suffice.
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other hand, total system cost is relatively insensitive to average fly-out
distance from base to station.'?

The marked sensitivity to low-altitude range (a1d hence missile gross
weight) 15 not surprising. As missile weight increases, the number of
missiles that can be carried by each LEA decreases. This means that to
obtain a given total force of missiles continuously airborne on station, a
larger number of LEAs must be procured. The total system cost spirals
upward not only because of increased aircraft and missile procurement, but
also because of increased number of personnel, facilities, supplies, and so
on.

Here we hnve an example of how a relatively simple analysis of sub-
system characteristics can illuminate key influences on the total system. In
this case it might suggest certain research and development programs on
components of the system - such as the propulsion system - that would
result in a more favorable relationship between LAPM gross weight and
low-altitude range.

Research and development in componen: areas may be significant.
Where major uncertainties (or other reasons) make difficult compelling
arguments for immediate initiation of development for the rotal system,
the analysis may suggest relatively inexpensive coniponent development
programs which will in effect provide hedges against some of the major
uncertainties in the problem.

Summary Comment

The LEA example illustrates a number of the main points made in previous
chapters: for example, how system cost as a function of force size relation-
ships can be used in analyses involving intersvstem comparisons among
alternatives for a given level of budget.

However, one of the main reasons for presenting this example is to
illustrate more concretely the analysis of subsystem problems in the context
of a complex total system proposed for the distant future. In so doing, we
again illustrate many of the key points made in earlier chapters; for
example:

1. Important cost considerations are not always measured in dollars.
In Fig. 9.2 the cost of an increment in LAPM low-altitude range is
the penalty incurred in terms of 1 APM gross weight. This cost

12 This is not always the case. Here we are assuming a relatively efficient LEA platform
from the standpoint of endurance. For less efficient LEAs, total system cost may be more
sensitive to average fly-out distance.
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tends to increase at an increasing rate - that 1s, marginal costs (in
terms of gross weight) with respect to LAPM range are increasing.
The impact of these increasing marginal costs on the total LEA
system is very significant. (See¢ Fig. 9.3.)

2. Use of sensitivity analysis. "rom Fig. 9.3 we see that for a specified
task requiring a certain number of missiles airborne or station and
a certain LAPM range, the dctermination of the Icast-cost LEA
system configuration is not very sensitise to fly-out distance, but
is very sensitive to LAPM gross weight.

3. Dealing with unceriainty. The results of the sensitivity analysis have
important implications for dealing with uncertainiy. If we are
indeedJ very uncertain about what LAPM gross weight is likely to
turn out to be, then an additional increment of resources spent for
exploratory development on, say, LAPM propulsion. technology
might have a high payoff in terms of reducing uncertainty.

CASE 2:

TRADE-OFFS BETWEEN GROUND AND AIR FORCES
IN A NON-NUCLEAR LIMITED WAR'?

Introduction

The main purpose of Case 2 is to illustrate certain major conceptual and
methodological problems of systems analysis, especially those pertaining
to the examination of trade-offs among equal-cost future force mixes.'*
We shall attempt to do this by: (1) defining an approach to making a
trade-ofl analysis, and (2) illustrating the application of the approach in
the context of mixes of tactical air and land combat forces in a tactical
non-nuclear conflict situation. Our interest is solely in how one force mix
might be compared with another, and not in whether any of the mixes we
will consider will actually exist at the time our hypothetical conflict takes
place.

Establishing a Point of View
The analyst’s first obligation, if not his first task, is to recognize that several
approaches to a trade-off analysis may be possible, each of which can be

'3 This example was prepared by L. H. Wegner and M. G. Weiner as Chapter 21 in
E.S. Quade and W. 1. Boucher (eds.), Systems Aralysis and Policy Planning. Applications
in Defense (New York: American Elsevier, 1968), pp. 388—417.

14 Recall that we discussed this problem briefly in Chapter 4.
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supported rationally. Hc knows, of course, that none of them can be free
of uncertainties or the difficultics they imply. Therce are, for example,
the uncertainties introduced by the sheer diversity and complexity of
tactical operations, which encompass political, technological, and
economic as well as military considerations. Moreover, the variety of
possible conflict situations that may develop; questions about the size,
disposition, and effectiveness of enemy forces; questions about the size
and nature of the forces of our allies; the very fact that neither national
policies nor the capabilities of military forces remain static in or out
of battle - all of these and other factors combine to the analyst’s
disadvantage.

In view of these considerations, the analyst has to make decisions on the
scope of the analysis. To compare the military effectiveness of different
mixes of air and land combat forces in a hypothetical campaign some years
hence, we need to decide, first, on a level of analysis. Should we limit our
attention to, say, the ability of these mixes to attack specific targets?
Should we take a more comprehensive point of view? What criteria apply
on each level? What measures of effectiveness? Second, having decided
on a level of analysis, we have to specify the force mixes to be compared.
What forces will be available and should be considered? How can we
estimate the cost of these forces? Third, we should specify the nature of
the threat. What contingency might call these forces into play? Is there a
range of possible threats? Fourth, we want to define the model we intend
to use to study the possible forces and threats on the various levels. What
are its restrictions ? What are its capabilities ?

Now, the basic purpose in comparing the combat capabilities of combat
forces is to deiermine the eftectiveness of different combinations, or mixes,
of forces in implementing national policy. But the extent to which forces
can be mixed is limited by the necessity for balanced forces, capable of
appropriate responses not in one crisis, but across a spectrum of i .iferent
military situations. A complete substitution of the forces of one service for
those of another is unreasonable. It would contradict the history of
warfare, which demonstrates an increasing interdependence among the
services; and it wouid overturn the present posture, organization, and
employment of general purpose forces, which for many situations are
crucial. Thus, between the present force posture on the one hand and the
requirements for balanced forces on the other lies the area in which trade-
offs may be considered. And within this very broad area, trade-offs can
indeed be considered on a number of different levels. Let us examine three
of them, and something of the basic methods of analysis that might be
used on each.




AT PN S P

B ST AR e

P

ey

PRI g sgrye e

SYSTEMS ANALYSIS EXAMPLES 257

Levels of Analysis and Criteria

Level 1. Trade-offs Between Different Forces to Accomplish the Same Specifc Task
Analysis on this Jevel — the *““task™ level - would aim at assessing the
effectiveness of various combinations of air-delivered and ground-
delivered weapons in achicving a variety of particular missions, as, for
example, destroying an enemy artillery emplacement or denying ihe enemy
a hill position. At its simplest, the analysis might proceed by first defining
a series of such tasks, from which a list of targets involved in accomplishing
the task could be identified. A matrix could then be drawn, as in Fig. 9.4,

Mix of Forces
Task 1

1 2 3 4 cee N

Fig. 9.4 - Basic weapon-target matrix

which would relate mixes of weapons to targets, according to a measure
like the number of rounds or bombs required to achieve a specified level
of damage. Data on the cost of producing this damage could then be
developed. In turn, the results appearing in the matrix and the cost data
could be used to provide either an ‘‘equal-effectiveness, different-cost”
comparison or a ‘“‘different-effectiveness, equal-cost’” comparison, against
which the various mixes could be weighed.

One way in which we might make the analysis more valid would be by
introducing a *‘distance measure.” A list of targets likely to be found at
various distances from the forward edge of the battle area (hereafter,
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FEBA) could be constructed. The addition of distance would introduce
different types of fire missions, such as close fire support for targets ncar
the FEBA, close support for those farther away, interdiction for those still
farther away, and so on, as indicated by the matrix of Fig. 9.5. The same

M‘I'V Mix of Forces
Target

1 2 3 eee !

Close fire support
(0~3 km)

Target !
T-2
T-3

Close aoport
(3-12km)

T-1
T-2

-3
g- /__\—' e

{nterdiction
(12-75km)

T-)
1-2
T-3 ]

Deep interdiction
(over 75 km)

T-1
T-2
T7-3
A —

Fig. 9.5 - Weapon-target matrix with a distance measure edded

procedure as in ihe simpler analysis could be carried out, and the rclative
cost and effectiveness of different mixes of air- and gronnd-delivered
weapons could be established. But the addition of a distance measure
would provide several new insights. Of these, the most useful would be the
suggestion of a scale that would indicate at one end the unique capabilitics
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of ground-dclivered weapoens; at the other end, those of air-delivered
weapons; and, between these poimnts, various mixes of the two. For
example, safety considerations for ground forces could define the minimuin
distance from thc FEBA at which air-delivered weapons are acceptable.
Similarly, artiliery ranges could define the maximum distance from the
FEBA at which artillery can be used. Between the two extremes, cost and
other considerations might be used to define the more efticient forms of
delivering ordnance.'®

Analysis at the task level cuan be carricd at least one additional step by
adding a time dimenston. A series of target lists could be drawn up, with
each hist representing a target structure at a different point in time. Thus,
a hypotl.ctical development of the conflict could be depicted by a changing
target structure. In this approach, the changing target structure could be
derived from previously played war games or exercises.

In sum, methods can be created for analyzing possible trade-offs between
mixes of tactical air and land combat forces in terms of their relative
capabilities 1o accomplish specific tasks. But an anlysis on this level would
have several serious drawbacks. For one thing, the utility of defining
“specific” tasks and analyzing the relative eflectiveness of different mixes
would be limited, unless such *‘situational” factors as terrain, tactics, or
nitelligence were introduced. But even if they were included, task analysis
would still be limited because the effect of accomplishing these tasks on the
total conflict situation would still have been left out of account. Thus, by
themselves, the capabilities of force mixes for achieving cpecific missions
could not be used in assessing the total utility of the forces.

Moreover, it is probably not reasonable to construct a detailed two-
sided game situation for usc only in a task analysis. Note that an analysis
on this level involves essentially only one of the criteria of tradc-offs, the
potential of different force mixes to destroy enemy targets. But to apply
even this one criterion would involve great effort, since an adequate
evaluation of the effectiveness of different types of weapons against
different targets can be made only when many characteristics of the
weapons and targets are incorporated in the analysis. Since this information
would also bc a significant part of more comprehensive analyses, the
construction and play of a game on the task level might better be deferred
in their favor.

1* Obviously, not 100 much should be made of this scale, since it would underrate the
flexitilities that have been built into military forces. Land combat forces might, in
theory and in practice, attack enemy airfields beyond artillery range by the use of air-
delivered assault units. Air forces might stop the movement of enemy ground forces by
interdiction of the supplies, reserves, and lines of communication of the enemy.
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Level 2. Trade-offs between Different Forces in the Same Situativo

The step from Level 1 to Level 2 - the “situational” level - brings into the
analysis the sctting or context in which the military operations a.e corn-
ducted. This incorporates the objective of the military operation, the
purpose for which the forces have been committed to combat, and some
consideration of specific policy, economic, and strategic goals, as well as a
range of purely military goals. On the task level, the connection between
national policy and the destruction of an cnemy tank may safely be left
cut of account. On the situational level, where we combine many such
tasks and examine their influence on the course of the conflict, this relation-
ship is more important.

Consequently, the analysis of trade-off's on the situational level requires
an approach different from that used on the task level. Tor one thing, it
necessitates the use of definite (albeit hypothetical), conflict situations with
specific military objectives, since military situations are never independent
of military objectives. Thus, a scenario for a specific military situation and
its accompanying objective has to be defined. The situation will usually
incorporate joint and combined operations of different services, and
therefore provide a framework within which the critical interdependence
or balance of milbtary forces can be analyzed in some depth. Moreover,
the use of specific situations requires the inclusion of a host of interacting
factors necessary to trade-off choices - geogre :hy, time, enemy actions,
attrition, logistics support, and so on, Including such factors will make
the analysis more comprehensive. On the other hand, it will also
tend to decrease the amount of certainty that can be attached to the
conclusions.

There 1s another ditterence. On the task level, it is possible to be some-
what confident that the results, although limited, will have a reasonable
validity for a usefully long time. After all, such specific military tasks as
attacking artillery positions wili be part of most foreseeable military
operations. On the situational level, the ability to define a military
situation that mmay arise in the future, and the manner in which we will
respond to it, invalves a good deal of judgment. How might the situation
develop? What coinbat forces would be employed? How would they be
employed ? How would policy considerations, nuclear options, and other
factors influence the conflict? As we have seen, these are just a few of the
questions that can appear on this level of analysis. Clearly, therefore, such
analyses are infeasible within any reasonable limits of time and effort
unless judgment is used to restrict the possibilities that might characterize
the situation. In short, the analyst’s critical conceptual problem in
conducting trade-ofl analyses on this level is to define an appropnate
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situation and to identify anc define within the situation tnose factors that
contribute to a usefuf comparison of force mixes.

Figure 9.6 nresents a list of basic criteria that could be used at the

I Destructive
Potential

Level | !

I Responsiveness

I Deployability

1V Mobility
% V  Supportability
>
3
VI Survivability
VII Flexibility
VIII Controliability
IX Complementarity
.
i T

Mix of Forces
Crieria I 23 ...n

How well can the force
mx destroy targeis ?

How rapidly can the
force mix be ready for
military actions?

How rapidly can the force
mix move to the theater ?

How ranidly can the force
mix move in the theater ?

how effectively can the
force mix oc supported
and maintained ?

dow valnerable s the torce
mix to enemy artions?

How many different pos-
tures or capabilities
can the force mix employ ?

How responsive is the
force mix to command
requiremcnts?

How well does the force
mix cotnplement the
forces of our allies ?

Fig. 9.6 - Trede-off criteria on Ic els 1 and 2

situational level of trade-off analysis. All of them appear to be directly
relevant to the comparison of different mixes of tactical air and land combat

(P,

forces. We have aiready discussed how data might be developed so that the
first criterion, destructive potential, would be appropriate to the analysis. K

Let us consider briefly what might be done to nrovide measures of
effectiveness for each of the others.

At

>

I1. Responsiveness. To estima'e how rapidly the force mix can be ready for m: ..ary

actio:,, +he ara!yst needs to dctermine the status of air and ground forces on both

sides at some tirn2 before the hvpothetical conflict is assumud to occur. With that >

information, he couid then ev:lop the reqrirements — in time, dollars, manpower,
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equipment, and so o -- necessary to bring the various force mixes fully into action.
These requirements would thus indicate the ' cost™ ol achieving a spacified levei of
readiness and providc one possible measure of responsivaness.

1. Deplo-ability. The simplest measure {or this criterion is the time required to
move the ready forces of each of the force mixes from tneir ZI (zone of the interior)
and overseas positions to the theater of operations. Estimates could be made for
di‘rerent conditions of available airlift, base posture, szalitt, prepositioning, andso on,
IV. Mobility. The analyst can represent -aovement in the theater in at least two ways:
movement from the peacetime pcsture to a military posiure appropriate to the
conflict situation, and movement of forces during combat operations. The latter
can be viewed in terms of th.c :ime required 1o bring destructive potential to bear on
the enemy at various times during the course of the conflict. Differences between
mixes of tactical air and land combat forces in destructive potential and the
rapidity with which it can be brought to bear should be balanced against the ability
to maintain this destructive potential over time. Thus, ir its =sual meaning,
“*mobility” could include both movement and nonmovement or *‘stayability” - that
is, the ability to maintain destructive potential over time.

V. Supporiability. The criterion of sippertability involves several considerations.
These include the ability to suppor: the forces in the theater from the ZI or stocks,
and the ability to maintain the forces within the theater. The former involves the
amounts of material, personnel, and carriers needed to conduc: combat operations,
as well as the time required to provide them. The latter involves the ability to
maintain and service the forces in the theater and requires the analyst to estimate
the numbers and types ol personnei, skills, equipmznt, and other requirements
necessary to repair and cervice aircraft, to replace land combat personnel and
eaumipment losses, and so on.

VI. Survivability. The capabilities to support the forces and to maintain their
mobility are dependent on the losses and damage which the forces suffer. Thus, the
survivability of the force mixes is an important test of their combat capability.
Survivability can be represented in ternis of attrition — that is, direct combat losses
in such categories as personnel, aircraft, and equipment. It should also include
losses of support equipment and limitations in movement due to enemy actions
against depots, lines of communicatior, and support vehicles.

VII. Flexibility. The conflict situation should provide an opportunity to examine
the ability of differ=ni force mixes to modify their combat capabiities as the situation
demands. Can the air component operate from different basing postures ? Can the
ground component operate with different lines of communication? Can the forces
develop different combat organizations or procedures to mect specific circum-
stances ? These and other charncteristics of force flexibility — such as the ability to
move to nuclear operations in both offense and defense - are among the more
difficult standards to measure, since they are highly dependent on the particular
conflict situation. Nevertheless, in the comparison of different air-ground mix=s
they can play an important role.

VIIL. Controllchility. Related to the flexibility of the force mixes is their con-
trollability. This can be represented b the timeliness with which the force mix can
respond to such command requirements as to change the type or location of the
combat operation or to make the transition to nuclear weapons. Controllability
can be distinguished arbitrarily from flexibility in terms of the time required to
respond to command requirements.

IX. Complementarity. In any conflict situation, the size and nawre of a nation’s
commitment will be determined in part by the capabiiities that its allies possess to
meet aggression. Since these commitments are intended to supplement each other,
complementarity can be representsd in the analysis of diffeient force mixes by the
extent to which the different mixes possess the types of forces that round out those
of thc allies.
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From this very rougn description of criteria, it should be apparent that
the model used to examine force trade-offs would be most usefui if it
represented combat operations that change with time; geography, bases,
and supply routes; attrition to air and ground forces; logistics and supply
of the ccmbat forces; weather conditions; force depioyments; the size,
comprosition, and employment of allied forces; command and conirol;
different contingencies, both military and political, that might characterize
the conflict situation ; and, of course, the alternative force mixes themselves.
It is particularly important that the model provide the opportunity to
examine variations in contingencies within the same military situation -
this can be accomplished with differert scenarios — and variations in the
manner in which the forces arc employed to achieve the same objective.
In this way, no force mix would be penalized by being considered in too
narrow a framework. Later we shall describe the model that will be used
in our illustration.

To sum up the situational level, we should consider thcse points.
Trade-offs between different force mixes can be examined at this level, and
will include criteria that cannot be included at the task level. Such analyses
will involve greater complexity, judgment, and uncertainty, but wiil also
permit broader comparisons of the efivctiveness of different force mixes.
The addition of different contingencies within the situation and different
force employment policies appropriate to the specific force mixes will
provide a more comprehensive basis for chocsing between the alternative
mixes. The results of a situational analysis, however, can be considered
appropriate only to the situation analyzed. If there are major differences
in the capabilities of the tactical air and land combat forces between the
mixes, the comparisons should be extended to other situations. The
approach of Level 3 includes this aspect of trade-off analyses.

Level 3. Trade-offs between Different Forces to Implement National Policy
National policy is a dynamic process that must consider a variety of actual
and possible military cituations and contingencies. The tactical force
posture, therefore, cannot be exclusively determined by the ability to
respond to any one threat, even if one predominates. To repeat something
said earlier: The requirement that tactical military forces be capable of
employment in a variety of different military situations necessitates that
the different mixes of tactical air and land combat forces be compared in
those situations. But on Level 3 - the “*policy” level of trade-off analyses —
judgment becomes central. What situations, with what priorities, and what
weighting of iniportance stiould be examined ?

Although the main emphasis in attaining and maintaining a military




et

264

Level 2

Level 3

Level |

11

I

1v

VI

Vil

vVili

IX

XI

X1l

XIiI

X1y

COST CONSIDERATIONS IN SYSTEMS ANALYSIS

Destructive
Potential
Responsiveness
Deployability
Mobility
Supportability

Survivability

Flexibility

Controllability

Complementarity

Versatility

Deterrent
Capability

Expandability

National
Acceptability

Interationsl
Accertability

Mix of Forces

Criteria 123 ..n

How well can the force mix
destroy targets ?

tlow rapidly can the force mix
be ready for military actions?

How rapidly can the force mix
move to the theater ?

How rapidly can the force mix
move in the theater ?

How effectively can the force
mix be supported and maintained ?

How vulnerable is the force
mix to enemy actions?

How many different postures
or capabilities can the force
mix employ ?

How responsive is the force
mix to command requirements ?

How well dces the force mix
complement the forces of our
allies?

How effective is the force mix in
a variety of niilitary and politico-
military-situations and crises ?

How much does the force mix
contribute to our ability to
deter aggression ?

How fast can additional capa-
bility be mobilized for the
force mix ?

How readily will the force
mix be accepted domestically ?

How readily will the force
mix be accepted by other
nations ?

Fig. 9.7 - Trade-off criteria on all three levels
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posture rests on selecting the best posture commensurate with military
requirements to respond effectively to a spectrum of military conflicts,
related considerations of national policy also influence the choice among
alternative force mixes. These considerations include a host of domestic
and international issues, such as the relation of the tactical forces to the
strategic forces, the mobilization capacity required to augment the combat
forces, the impaci of the forces on the gold flow, and the national and
international political responses the military forces might inspire. These
issues are frequently difficult to define precisely, and, 1n many cases,
impossible to measure numerically. Nonetheless, their role raay be crucial
in force-posture choices.

Figure 9.7 extends the list of criteria presented earlier by adding some
that are pertinent to the evaluation of force mixes on the policy level. Of
these criteria, some are directly related to the multisituational capability
necessary for military purposes and some to the broader issues of national
policy. Let us look at each.

X. Versatility. In part, the policy level can be considered as defining a series of
varied situations in different areas of the world with concomitant differences in
geography, weather, force size, logistics capabilities, and so on. Versatility ~ that
is, the range of different military or politico-military situatioms in which the force
mixes can be used efficiently — thus becomes the major criterion of trade-ofl
analysis on this level. For the analyst, this muliisituational criterion would involve
comparing the “utility” of the force mixes in one situation with their utility in
others. The measure or measures of utility would include all of the measures used
a. the situational level. In contrast to the following four criteria, versatility is thus
likely to lend itself to quantitative estimates. '®

XI. Deterrent Capability. To estimate the extent to which each force mix contributes
to the deterrence of aggressive action by the enemy at different levels is a complex
problem. It involves many aspects, such as enemy ‘‘risk calculations,” and the
magnitude and iimeiiness of 1espoiise. As such, deterent capability is one of the
criteria which depends heavily on intelligence information, political appraisals, and
other considerations with large components of judgment.

X11. Expandability. In attempting to determine the extent to which each force mix
permits additional mobilization of forces that contribute to its effectiveness — and
this is what we mean by “‘expandability™ - the analyst’s task is to test such maxims
as this: Force mixes involving skills that require an elaborate training base cannot
be expanded as rapidly as those with less stringent requirements. He caa, for
example, assess the cost of having standby production capability available in each
force mix.

X1 Naticna!l Acceprability. This criterion expresses the extent to which there are
differences between the mixes in relation to the totality of considerations of the
nation's policy, economics, technology, production, manpower, and so on. Among
the questions the analyst would want to investigate are the impact of each mix on

¢ Of course, even on the situational level, not every factor can be quantified. Some, like
leadership or morale, cannot be measured objectively, although in many cases rankings
or orderings can be made. In anry case, however, a limited or nonquantitative estimate
scems preferable to excluding the criteria completely.

e

PR

- gl

Sz

PO




T

gy

266 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

the gold flow problem, on the existing crises, and on national attitudes toward
military expenditures.

XIV. Imiernational Accepiability. Here the analyst is concerned to estimate the
differences, if any, between the mixes insofar as the various attitudes and postures
of the nation's allies, potential enemies, and nonaligned nations are concerned.
Although these considerations are certainly not ultimate determinants of military
posture, they contribute to its form and nature. The contribution may be direct
(for example, through control of the availability of bases or lines of communication)
or indirect (fcr example, through policy reactions).

How significant these policy-level criteria are and the extent to which
they should be included in any trade-off analysis are open questions.
Without doubt, methods for using them are limited, uncertainty is great,
and judgment is crucial. But it is important that the issues they raise be
recognized in the creation of any major trade-off analysis. ‘Whether or not
they should or can be incorporated in the analysis itself depends, in part,
on how comprehensive an anlysis is undertaken. In the illustration to

follow, we have purposely restricted our analysis to the situational level
in order to avoid some of these difficulties.

An Mlusirstion

So far, we have said nothing about cost calculations, the model, or the
range of contingencies. These matters we will take up in the context of the
illustration, highlighting some of the practical problems involved. Since
the primary purpose of this example is to indicate that analytic tools for
comparing different force mixes can, in fact, be developed, it should be
perfectly clear from the start that what follows is intended solely as an
example. For this reason, what it does or does not accomplish is much less
significant than how it goes about accomplishing it. The model, the force
mixes, and the resulis could be different in point of fact (and indeed would

be, if the example were not hypothetical), but the methodology would
remain basically the same.

The Force Mixes and Their Cost

Three force mixes will be considered. Mix 1 is a hypothetical force presumed
to exist at the time; it consists of 24 wings of tactical air forces and i6
divisions of ground forces. Using the cost of this mix as a base, we can
define two other equal-cost alternatives:

@ Mix II, which is Mix I less 2 divisions and plus & wings of relatively
low performance, inexpensive aircraft. (The cost of adding the 8
wings is used to determine the number of divisions to be subtracted.)

@ Mix I11, which is Mix 1 plus 4 divisions and less 4 wings of jet
aircraft. (These 4 wings are taker arbitrarily as the number to be

o i AN w4 b
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subtracted; the money th.s freed is used to purchase the additional
divisions.)

Because our interest is in ou lining a method of analysis, the actual cost
calcuiations required in order to derive these mixes need not be entercd
into here.’” But it might be useful to say something about their complexity.
Since the basic problem is to estimate the resourcc changes due to aircraft
additions and deletions, translate these changes into costs, and then
translate these costs into ground divisions, the first step is to estinate the
cost of the first 8 wings of aircraft (Mix 11) and the last 4 wings of jet
aircraft (Mix 111). For the added a.ccratt, we would want to discover the
costs of their RDT & E, initial investment, and anpual operation (for
either S or 10 years). For the 4 wings that are subtracted, only the costs of
iritial investment (where appropnate) and annual operation need be
considered.

Cost-sensitivity analysis is useful at several points in these calculations of
aircraft costs, but if we limit our attention to just one — base operating
support (BOS) costs ~ the difficulties involved may be made clear. Base
operating ccsts are of two types: constant costs, which are associated with
the base itself, and variable costs, which depend on the level of base
activity. In Mix 11, the relatively inexpensive aircraft system costs turned
out to be sensitive to the inclusion of the constant value. This meant that
the cost analysts had to devote further attention to basing consideraticns
for the incremental 8-wing force. Such an investigation was made and it
was found that 5 wings could be feasibly tenanted on existing bases, while
the remainder would have to be placed on new bases. Therefore, variable
BOS costs for 8 wings and constant BOS costs for 3 wmngs were inciuded
in the operating cost estimates for the proposed incremental 8-wing force.
Similar considerations were involved in Mix 1lI in estimating the cost
decrement associated with the postulated elimination of 4 wings from
projected base case tactical aircraft force.

Estimating Army division costs is at least as complicated. The major
problem is simply to achieve a consistent cost analysis for the air systems
and the divisions, and to include only direct costs and those indirect costs
that change measurably with variations in force size. To achieve this
consistency in deriving the size of the divisions to be added or subtracted
in the present example, it becomes necessary to adjust certain cost cate-
gories and add new ones. This done, the next problem is to recompute the

17 The basic conceptual framework for deriving equal-cost force mixes was discussed in
Chapter 4, pp. 89-92. Also, the reader may wish to review the discussion of forcemix cost
models in Chapter 7, pp. 192-194.,
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investment and operating costs for individual divisions under a variety of
costing assumptions, so as to develop the costs of complete Civisions of the
proper size, type, and number. With this information, we are then in a
position to see what forces we can buy in Mixes 1l and 111.

Again, cost-sensitivity analysis is indispensable, even if, as in the tests
made for this example, the division costs turn out to be insensitive to the
variables cxamined. For cxample, one variable is initial training of the
division personnel. If we compute this cost at both 100 percent and 50
percent of the cost of full training, in order to determine how sensitive
the system costs are to the inheritance value of trained personnel, we find
that variations in initial training costs are not significant. The explanation
is that, whilc training represents a moderate portion of investment costs,
its impact as far as total costs are concerned is diminist.zd because the
operating costs are much larger. This is true whether 5 or 10 years of
annual operation are assumed. The point to bear in mind, however, is that
it is as necessary to discover such insensitivities as it is the sensitivities.

The Threat

Having specified the force mixes we intend to compare, a next step is to
define the situations they are assumed to face. In this example, we will
analyze four hypothetical cases — by no means an exhaustive list of
possibilities. These four have been chosen solely because they provide some
variations for evaluating our three force mixes.

Case 1. An Intermediate Red Attack. Here we assume a situation of high
tension. The Red forces begin movements to their attack positions on D-3.
Blue forces, alerted by the Red movements, adopt their forward defense
positions. Forces in the ZI are alerted, and preparations for their deploy-
ment to the theater are begun. The Red plan is to attack with a small
number of assault divisions and a large part of its air strength, and to
commit additional divisions and aircraft if necessary. Biue forces in
position at the time of at ck consist of fewer divisions and aircraft than
Red has available, and the total of Blue divisions and aircraft that could
be committed within the first 90 days are assumed to be lower than the
total Red forces committed.

Case 2: A Limited Red Attack. This Case also assumes a situation of
tension. As in Case 1, the Red forces begin moving to their attack positions
on D-3. Again, Blue forces are alerted and adopt their forward defense
positions. Forces in the ZI are alerted, and preparations for deploying them
to the combat theater are begun. The initial Red attack force is the same
as in Case 1. Red, however, plans a more limited reinforcement: He
commits fewer total divisions to the operation, and plans to introduce
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them at a stower rate. Blue's response 1s the same as Case 1. For Red and
Blue, the air commitments are the same as in Case 1.

Case 3: A Major Red Auach. Case 3 is identical to Cese 1, except that
we assume an imtial Red commitment of 60 divisions, which 1s greater
than the initial commitment in Case 1. The total Red commitment and the
augmentation rate is the same as in Case 1. The Bluc ground commitment
and the Blue and Red air commitments are the same for this Case as they
were in Case 1.

Case 4: An Intermediate Red Attack with Preemptive Air Strike. Case 4
and Case 1 are 1dentical in forces committed. In this Case, however, Red
initiates operations by an air strike against Blue’s airfields, defenses, and
aircraft prior to beginning ground operations. Red ground forces start
their attack with limited close air support for the first few days.

To simplify the force-mix comparisons, we can narrow the list of
important influences that we might otherwisc want to consider by intro-
ducing, for each of these four cases, the following additional assumptions:
(1) The major Red attack occurs on one front; (2) neither side is engaged
in any major conflicts elsewhere in the world at the time; and (3) strategic
balance exists between the sides. The immediate effect of these assumptions
(and others made earlier, such as that all the conflicts would be non-
nuclear) is to clear away some problems relevant primanly on the policy
level. Their deeper effect, of courss, is to limit the usefulness of the
analytic results, since we are now ignoring some questions a decisionmaker
in the real world might well want to have answered.

Tire Modei

The model (TAGS-II) we shall use for the force-mix cvaluaiion is a
substantially modified version of the Theater Air-Ground Study (TAGS)
computer model developed by The Rand Corporation in the early fifties
for studies of tactical forces.'® As modified, it is a wo-sided campaign
model that incorporates the following major conflict elements for both
Red and Biue:

@ Initial aircraft inventories in the theater for each of three types: a

high-payload, high-performance type; a medium-paylecad type; and
a low-pavload rype

'8 See C. P. Siska, L. A. Giamboni, and J. R. Lind, Anulytic Formulation of a Theater
Air-Ground Warfare System (1953 Techniques), RM-1338-PR (DDC Na. AD 86022)
(Santa Monica, Calif.: The Rand Corporation, September 1954); and J. R. Brom,
Narrative Description of an Analytic Theater Air-Ground Warfare Sy stem, RM-1428-PR
(DDC No. AD 86709) (Santa Monica, Calif.: The Rand Corporation, February 1955).

L
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@ Initial land combat forces in the theater

@ Air augmentation forces

¢ Ground augmentation forces

@ Airfields (subject to attack)

@ Airfields (not subject to aitack, that is, in sanctuary)
® Aircraft shelters

@ Air missions

Counter-airficld

Interdiction

Close support

Air defense

Counter-air defense (radars, control centers, etc.)
6. Counter-SAM (surface-to-air missiles)

»E W -

@ Allocation policy at different times during conflict for above
missions
® Ground missions
1. Offensive
2. Defensive
3. Holding

@ Theater stock levels

@ Consumption rates for air units in combat

@ Consumption rates for ground units in combat
® Line of communication (LOC) capacities

@ Capacities required for moving grcund units
@ SAM inventori

SAM INDVENIOTICs
® SAM augmentation
@ Antiaircraft artillery
® Terrain

N

The model, which is shown schematically in Fig. 9.8, involves 300
parameters. Of these, apprqximately 200 are used for intermediate
calculations. Of the remainder, 11 describe characteristics of the initial
forces; 22 describe angmentaticn, repair, and supply; 25 describe force
employment; 17 describe offensive operations; 21 describe defensive
operations; and 6 describe other ground operations. Values for all the
parameters can be fixed for each computer run, can be preset to change on
any War Day during the run, or can be set to change when the value of
any other paiameter reaches a particular point. These are important
features, since they allow us to alter such things as air and ground
augmentation rates to meet changed conditions.
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272 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

To evaluate the performance of our three force mixes, the model
incorporates specific measures for each of the nine criteria relevant on the
situational level of analysis.'® The first, destructive potential, is represented
in various ways. In the counter-airficld nussion, offensive strikes are made
agamnst aircraft parked on airfields or in shelters. Airficld defenses are
attacked by defense suppression aircraft immediately before the primary
strike aircraft arrive.?® In the interdiction mission, which 1s carried out
solely within the theater, aircraft disrupt the flow of men and material by
cutting rail lincs and destroying bridges on the main transportation routes.
In the close air support mission, casualties are produced among ground
combat personnel, and the movement of troops is restricted. In the counter-
SAM mission, arca-deployed SAMs are destroyed in a roliback operation
that cl:ars corridors for subsequent deep penctration by aircraft on other
missions. In the counter-air defense mission, targets such as air defense
radars, command centers, and high-altitude SAMs are destroyed, thus
forcing the air defense aircraft into a combat patrol mode of operation.
From the ground, aircraft are destroyed by means of antiaircraft fire and
SAMs. The ground combat s modeled quite simply, in the sense that
casualties are calculated on the basis of planning factors derived from
statistical records of World War 11 ai-d the Korean war. A mcasure is also
obtained of the rate and degrze 10 which the actual commitment of ground
divisions approaches the planned commitment.

Responsiveness and deployability ure included in the model by as-
sumption. That is, the rcady state of the tactical air and land combat
forces in each of our three mixes, and their depioyability, are introduced
in terms of the time required for the forces to reach the combat theater.
Input values for these characteristics are derived for this example on the
assumption that each side has a ZI that is outside the tactical theater
environs and thus invulnerable to enemy tactical aircraft.

Mobility is represented in the model in a limited manner. Maximum
rates of movement based on terrain and other factors are included and are
modified in light of the combat situation.?! Similarly, aircraft sorties for

different types of aircraft and missions — close suppert, interdiction, air

FS 2200 L0021 ry , Mrasa AR AL L,

defense, counter-SAM, and su on - are also included. But differences in

% See p. 261. :

20 Although aircraft losses through counter-airfield attacks are tallied, the effects of
damaged airfield facilities on subseguent operations are not represented.

21 The FEBA is assumed to move as a unit. The velocity and direction ¢f this movement
are calculated as the average movement of the entire theater front, which, in turn,
depends upon the ground strengths of each side and the nun:iber of aircraft sortics that
strike close support targets.
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mobility betwecn types of land combat divisicns, alternative basing
postures for aircraft, or details of the tactical deployments in the combat
situation are not include. It should be noted generally that, for use in the
model, all the ground forces are considered as homogeneous division slices;
that is to say, no distincticn 15 made between armored, mechanized, or
infantry divisions.

Supportability of both the air and land combat forces is represented in
terms of the gross supply requirzments for their deployment and combat
opera.ions. Such characterisiics ac the size of theater stocks, the capacity
of lines of communication, the daily consumption rate, and the effects of
extending lines of cu~imunications are included. For the purposes of the
example, we assume that aircraft ren!zne:zents, ground force reinforcemenits,
and supplies are drawn from the ZI. : ne theater itself contains the ground
forces, the supply lines (primarily a rai: network), and the tactical airfields.

Survivability is represesited in >¢veral different ways ~ basically. a: the
obverse of the results obtained under desrructive potential. Thus, losses in
tactical air and land combat forces from the ground combat situation,
from SAMs, from antiaircraft actillery, from: air defense interceptor
aiceraft, and so on are included. The protection afforded by aircraft
shelters and “‘sanctuaries’ is taken into account. Losses in supplies and
reductions in the cavacity of lines of communication because of inter-
diction or because cf their extension as the FEBA move; ar: alsc
incorpolated.

Flexibitity and controliability of the forces in the diflrent mixes are
represented in limited detail, Different allocations of air strikes are pro-
vided tor, as are change: in these allocat:ons during the course of the
conflict. Various basing postures for aircraft, various arrangements of
SAM defenses, and various patterns of movement of the land combat
forces ~ including the changes produced by arrivals of land {orce augmen-
tations — are inciuded. Bu. command relationships, differences in flexitility
and control, and ruies for making a transition to nuclear oyperations are nnt

included.

kxamples of Output
Among the outputs of the TAGS-1I model are the following:

@ Position of the FEBA in miles, plus or minus, from s original
pcsition

® Number of Blue and Red divisions in combat

& Number o: Biue and Red aircraft, total and by typ= of aircraft

© Number of SAMs in combat
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@ Supply capacity available to each side

& Number of divisions lost

@ Number of anzraft lost

@ Number of SAMs lost

@ Number of close support sorties

@ Number of interdiction sorties

@ Number of counter-airfield sorties

® Number of air defense sorties

o Number of counter-air defense sorties

@ Number of counter-SAM sorties

® Losses due to noncombat factors

® Losses due toenemy AAA

@ Losses due to eremy air defense
@ Losses due to enemy counter-airfield atracks
@ Losses due to enemy airfield defenses and SAMs

The list could be extended without great difficuity. But for present
purposes, let us focus attention on the results if we take our four cases and
the different force mixes and use the model outputs to make explicit
comparisons of orly a few relevant indices.

One major indicator of the capability of a force mix in combat is the
progress of the ground battle, And one overall measure of the progress of
the ground battle is the first item on the preceding list: the movement of
the FEBA. Although the TAGS-II model can present this information in
various ways, we will use only the following five indices:

o SO W

Index 1: The dey on which Red ground forces penetrate approximately 30 miles
from their forward position.

Index 2: The day on which Red ground forces penetrate approximately 100 miles
from their forward position.

Index 3: The day on which Red ground forces penetrate approximately 150 miles.

Index 4: The day on which Red ground forces penetrate approximately 300 miles.

Index 5: The day on which Red ground forces penetrate approximately 500 miles
from the original position of the FEBA.

A

Another indicator of the ground battle is the riamber of divisions lost.

Considering only Blue’s losses, we can call out an additional three
indices:

Index 6: The day on which Blue's total ground losses equal approximately 10 per-
) cent of his initial strength.

Index 7: The day on which Blue's total ground losses equal approximately 20 per
cent of his in;tial strength.

Index 8: The day on which Blue's total ground losses equal appreximately 33 per-
cent of his initial strength.
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The results of air-to-air action, antiaircraft artillery, and SAMs can be
indicated by a number of values, among them these seven:

Index 9: The first day on which air parity is achieved. "Air parity” is arbitrarily

defined here as the point at which Blue aircraft in combat are equal to the
Red aircraft in combat.

Index 10: The first day that **local air superiority” is achieved. This is arbitrarily

defined as the point at which Blue achieves a 2:1 ratio of aircraft in
combat over Red aircraft in combat.

Index 11: The day on which “limited air superiority” is achieved — that is, the day
on which the ratio of Blue to Red combat aircraftis 5: 1.

Index 12: The day on which *“‘air supremacy"’ is achieved - that is, the day on which
the ratic of Blue to Red combat aircraftis 10: 1.

Index 13: The day on which the Blue aircraft inventory is approximately two-thirds

of total strength. We can also include here the ratio of Blue aitcraft to
Red aircraft on that day.

Index 14: The day on which the Blue aircraft inventory is approximately one-half

of total strength. We also include the ra:io of Blue aircraft to Red aircraft
on thatday.

Index 15: The day on which the Rlu= aircraft inventory is approximately one-third

of total strength. We zlso include the ratio of Blue to Red aircraft on that
day.

The results for these 15 index values are presented in Table 9.3.%2

Discussion of Results

The figures in Table 9.3 indicate that, between the cases, each force mix
varies somewhat in limiti.g the impact and rate of enemy action. Within
the cases there are only small differences in the effectivencss of the three
mixes, especially as the ground battle is concerned. On balance, both
within and between the cases, it would appear that the ‘‘more air, less
ground” mix, Mix II is the most successful mix of the three. Why this is
so can be seen, perhaps, by looking at the results in Case 2, the contingency
in which Mix II’s relative superiority seems most clearly indicated.

Case 2, it will be recalled, involved a limited Red attack. It assumed a
relatively small initial Red land force and a slow rate of augmentation. In
other particulars, including the size of Blue’s ground and air forces, the
opposing sides were identical to those assumed in Case 1.

22 Since Table 9.3 presents the first comparison of the relative combat capabilities of the
three force mixes, it may be appropriate at this point to reemphasize that these results
are intended to demonstrate not the value of any ¢ne mix, but rather a way of comparing
the mixes. To avoid any misinterpretation, we have presented no actual values in the
table, but have instead indicated only the magnitude and directions of change from the
Case 1, Mix 1 situation. (That is, the capital letters in the Case 1, Mix I column should
be taken to represent a particular numerical result; the numbers shown in the other
columns are to be read as the diffcrence, plus or minus, from the appropriate base value.)
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Figure 9.9. illustrates the movement of the FEBA in Case 2. Each mix

MIX |
R MIX IH
>3
— MIx
| 1 [ i 1 | 1
Time

Fig. 9.9 - Case 2: Movement of the FEBA (west)

of Blue forces is considerably more successful in slowing the Red advance
than it is in the other cases, but Mix II is slightly more effective. The
explanation seems to lie in its ability to generate a large number of close
air support and interdiction sorties once the enemy air threat has been
substantially reduced. This is indicated in Fig. 9.10, which presents the

Sorties {in thousands)
1

Time
Fig. 9.10 — Case 2: Blue air sorties

cumulative number of sorties flown by each mix. The consequences of this
capability are clear: The increased sortie rate not only helps Mix II to
lower its own ground losses (Fig. 9.11) ani to ivcrease (though very
slightly) the rate at which Red aircraft are destroyed i the early phases of
the campaign (Fig. 9.12), but it also means that more Red divisions are
defeated, or the same number are defeated sooner {Fig. 9.13). Moreover,
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|
2 MIX il
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Time
Fig. 9.11 - Case 2: Blue division losses
| MIX )
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- I MIX i
B
E -
3
=
W S TN WU GRS SR N |
Time
Fig. 9.12 - Case 2: Red aircraft losses
MIX H
MIX |
]
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Fig. 9.13 — Case 2: Red division losses
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Mix 11 seems to perform bet’ :r than its alternatives in slowing the rate of
the Red ground commitment (Fig. 9.14) and in permitting the smallest
numeer of Red divisions to survive at the front (Fig 9.15).

Planned

Divisions
“

Time

Fig. 9.14 - Case 2: Planned versus actual Red ground force commitments

Plonned .—-—1

Divisions

Time

Fig. 9.15 — Case 2: Planned Red ground force commitments, and divisions surviving at
ihe froni

On the other hand, the increased sortie rate of Mix II entails a cost to
Blue: greater exposure to enemy air, SAMs, and AAA. Thus, as indicated
in Fig. 9.16, a greater number of aircraft is lost by Mix I1.

From the results of this illustrative “situational’ znalysis, it is tempting,
but inappropriate, to compare the alternative force mixes. We have already
considered at length the assumptions that have gone into this example.
Simply because we now have a few curves and a table of indices does not
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Aircraft

Time

Fig. 9.16 - Case 2: Bluc aircraft iosses

mean that the assumptions or the uncertainties have magically disappeared.
To draw any conclusions, we would need, first, an improved development
of the model, the inputs, the costing, the details of the scenarios, the
criteria, and the measures of effectiveness. We would need to examine a
greater number of situations. We would need a larger variety of sensitivity
tests — not merely for reducing the uncertainty in the analysis, but also for
identifying the significant parameters and assumptions of the analysis.
Without these, the results shown above allow us to say little about the
relative capability of our different force mixes.

If, however, we stand back from the details of the example, and reconsider
generally the concepivai and methodological problems of producing ~
through analysis ~ a basis for comparing alternative force mixes, several
broad conclusions present themselves. We might mention five of them.

1. It is unlikely that any single criterion is adequate to compare the
relative effectiveness of different force mizes. For the purposes of this
discussion, we introduced nine criteria; others could be developed.
Moreover, for each of the criteria, no single measure of the relative
effectiveness of the mixes seems possibie. Although the overall measure of
effectiveness used in the example was the movement of the FEBA, this
measure showed essentially no difference between the mixes. The use of
other measures, such as combat losses, rates of loss, and the time required
to gain control of the air, did reveal differences between the mixes.
Multiple criteria and multiple measures of effectiveness thus seem necessary
in any major force trade-off study to account for the different capabilities
of the forces.
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2. 'tis likely that the utility of any force mix will depend on the specific
conflict situation. In the illustration, the mixes performed difterently in
cach of the four cases. Within each case, the differences were less pro-
nounced, and no one mix dominated the others in all measures. For any
major trade-off study, therefore, it will be necessary to define the situations
that are most reasonable or credible in order to *“‘weight’ the significance
of the results.?® Defining such situations will require both analysis and
judgment.

3. Within any trade-off analysis, there will bc important parameters
and criteria that cannot be handled quantitatively or by formal analytic
techniques. Leadership, morale, the relative controllability of the mixes -
none of these was incorporated in the example. Qualitative analysis outside
the formal model may be required in such cases.

4. For some trade-off problems, the first step may be to establish the
level of the forces required to achieve the military objectives. Then we
could vary the force mixes to determine their effectiveness. In the example,
none of the mixes was capable of halting the Red advance; the most we
could learn, therefore, was the relative effectiveness of the mixes in slowing
the advance or in gaining time to implement uther options. To establish
the utility of different mixes for obtaining a favorable military outcome in
the four conflict situations we postulated, we would have had to make an
initial “‘requireinents’ investigation.

S. The results of any trade-off study will be sensitive to the assumptions
made in the cost analysis and in the effectiveness analysis. To determine
which of the assumptions or parameter values have the greatest effect on
the outcome, a variety of sensitivity tests will be needed. An important
by-product of such testing can be to ideatify the factors to which the results
are insensitive; these can then be omitted from further consideration.

Some General Observations

No matter how much time and effort are spent in identi‘ving and defining
criteria, developing hypothetical conflict situations, generating various
force mixes, or incorporating assessments of other factors important in
trade-off analyses on ihe siiuaiionai ievei, the resuiting representation of
the real world is certain to be imperfect. This sort of imperfection is by no
means limited to trade-off analyses. It is likely to appear in virtually all
types of systems analysis. Indeed, 2ven the models used by the exact
scientist, which are part of a well-confirmed body of scientific knowledge,

3 For example, it might be unreasonable to use a given situation for evaluating the
effectiveness of non-nuclear force mixes if it assumes that they will be met with a strategi.
nuclear response.
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may involve this same imperfection and have to be improved through
experiinentation. The systems analyst, to whom exncrimentation in
national conflict is not available and who has no well- stablished thcory
for the phenomena he is dealing with, must construct a model as best he
can. As insights accrue from working with the model {the nearest thing
we have to experimentation) and more information becomes available, the
existing model can be improved or replaced by a more representatie
model. The goal - and, in some cases, the result — is a model that is fully
adequate to handle the questions we are studying.

This process of refining our models through approximation has been
born of necessity. Nevertheless, as the basis of operations research, model
building has met with some success in industry in coping with the problem
of economic choice. It is much more difficult, unfortunately, to make rcaily
adequate models of military conflict. The model we have just discussed,
for instance, places its stress on such characteristics as weapon effective-
ness, gross firepower, and vulnerability, and tends to de-emphasize the
human factor - how men are likely to perform, whether at the broad policy
and strategy level or at the level of small combat actions - since it is
difficult to represent this within an anlytic structure. More important,
perhaps, is that not only are many of its existing elements and their
interactions imperfectly understood, but they concern a future time period
and thus introduce the serious problem of predicting new or altered
elements and interactions.

Consequently, we stress the importance that should be given to the
structure of the analysis, whether it be in the form of a computer mode! or
a political assessment. Unless that structure represents the salient -~ and
relevant -- aspects of the real world as best we understand them, we cannot
have great confidence in the resulting predictions. Sheer size or complexity
are not guarantces that a model represents the real world in as valid a way
as our knowledge permits. To the extent that any model forces us to make
explicit the elements of the situation that we are considering and imposes
on us the discipline of clarifying the structure we are using (thus estab-
lishing unambiguous, intersubjective communication aboutl the problem
under consideration), we progress toward greater validity. As a result, the
insights and recommendations that stem from this process have a better
chance of being appropriate than do those that are produced withocut the
use of an explicit model.

A Final Commeut
Trade-off analysis is an important concept underlying much of the
discussion in Chapter 3. As pointed out in Chapter 4, its application tc
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equal-cost future force-mix problems has been particularly important in
recent years; hencc our reason for including Case 2 among the examples
in this chapter.

The sxample points up once again many of the main ideas presented
previously. Some of these are:

1. The key role of cost considerations in equal-cost force-mix studies.
In a real sense the cost analysis sets the stage for the eftectivencss
analysis, since it provides the principal basis for generating
alternative force mixes that may be obtained from the base case
budget level.

2. The importance of giving careful attention to ensuring that the costs
used as a basis for generating the force mixes are relevant costs (a
key point in Chapter 3). This means that only those costs which
are a consequence of the postulated trade-off decision should be
taken into account. For example, certain support costs which are
invariant with respect to the range of force size variations being
considered should not be included.

3. Use of sensitivity analysis. The Case 2 example again indicates how
sensitivity analysis can help in dealing with the relevancy problem
discussed above. For example, in cases of uncertainty about the
relevancy of certain costs in view of the information available
imtially, sensitivity analysis can assist the analyst in deciding
whether or not to probe the matter in greater depth.

CASE 3.

ANALYSIS OF DISTANT FUTURE STRATEGIC FORCE 'MIXES?**

Introduction
Systems analysis, in some form or another, has existed for many years. It
could perhaps be traced back to antiquity. However, in its modern form,
it is only a little over 20 yzars old.

Much has happened over this 20-year period ; for example:

1. Prior to 1950, most mniitary studies were concerned primarily with
systematic examination of the engineering parameters of a particu-
lar system. Later the emphasis fell more on investigations of

24 This case illustration is based on a current exploratory research effort at The Rand
Corporation under the direction of Dr. E. W. Paxscn, Much of the material presented
below was taken directly from Paxson’s writings about his project.

Before getting to the case illustration per se, we present some background material to
help put the example in context.
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alternative systems to accomplish a specified future mission. Still
later, the complementarities of system mixes were found im-
portant.

2. Particularly during the 1950s a growing appreciation or the pitfalis
of analysis began to evolve. This led to a substantial amount of
basic work ir such areas as the treatment of uncertainty, the
criterion pro' 1 1 and its relation to objectives, the difficulties of
dealing with problems associated with time, and so on.?*

3. By the 1960s, analysis no longer provided merely a one-shot input
to the decision process. The analysts and the decisionmakers
essentially became dialogists in a continuous sequential decision-
making process.

In sum, much progress has been made over the past 20 years. Howcver,
a number of systems analysts are beginning to believ. that significant
further advances will have to be made if analysis is to adequately serve the
decisionmaking process in the future. Systems analysis as developed to
date is not likely to be as helpful as we would like in dealing with many of
the broad-scope national security problems that decisionmakers will have
to consider in the future. Let us examine this matter briefly.

Why Further Advances are Needed

To help make the discussion concrete, we shall consider a specific area of
national security: the strategic mission. It is in the stracegic realm that
classical systems analysis has been judged most successful in the past
(particularly the 1950s). Part of this success, however, may reflect the fact
that our standards were lower then, and that possibly an inappropriate
case or two were treated extremely well. For example, the type of scenario
that was deemed most important as a basis for planning future strategic
force postures 'vas full-scale thermonuclear (general) war.?® Here, the
characteristics of the conflict situation are much easier to structure, or to
“model,” for analytical purposes than is the case for scenarios involving
levels of violence below full counter-population exchanges (for example,
controlled-response general war cases). In the latier type of scenario,
political ard other difficult-to-quantify factors are at least as important
as the technological and military considerations.

33 For example, se¢ Charles J. Hitch, *“Suboptimization :n Operations Research,”
Journal of the Operarions Research Society of America, May 1953, pp. 87-99; and “An
Appreciation of Systems Analysis,” Journal of the Operations Research Suciety of
America, November 1955, pp. 466—481.

25 Sametimes referred to under such labels as the ““spasm response case’ or ''massive
retaliation.™
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Thus, in “controlled general war” contexts the focus is considerably
more on joint intent/rapability analyses (multisided) rather than on extreme
intent cases where the adverraries use their maximum capabilities. As
pointed out in Chapter 2, this implies considering subjects like the
following (in addition to assured destruction capability): damage-limiting
capability, coercion and bargaining capabilities to be used in an escalation
process steinming from a crisis situation (to tie extent that this is not
automatic from darnage-limiting analyses), intrawar daterrence of counter-
value exchanges, and war termination.

All of these topics involve complex interactions among military,
techinological, political, psychologica)l, bureaucratic, behavioral, and other
factors.?” Each is a subset of a complicated total system. The matter of
intcractions among these subsets is precisely one of the important kinds
of considerations that need to he explored more carefully in future analyses
of national security problems. These interrelations are, of course, context
dependent. An investigation of context may be the most important aspect
of future analyses.

Systems analysis as we know it today can shed some light on these
problems. But a number of analysts feel that new advances in the analytical
state-of-the-art are needed for the future if really substantive contrivutions
are to be made t.; the long-range plannirg process. What might be done ?

Some Speculations Abont Future Approaches 7

From a very speculative point of view, we might envision at sor..¢ time
in the distant future the bringing together of many advanced disciplinary
efforts to form a new integrated analytical approach to assist decision-
makers in dealing with comglicated problems of choice examined in cornirext
- an approach that E. W. Faxson calls *‘systems synthesis.”

There are major, but for the most part separate, topics in modern
research which in p. nciple might themselves form the building blocks in
‘be systems synthesis concept. Some of incse, for example, are bureaucratic

37 One example of the interactior. :~10ng some of these factors (ccnecially the military,
technological, and political ones) is portraved by thinking about the sc <alied “empty-
hole” problem in possible distant-future strategic missile ¢<changes. E. %y, Paxson has
described 1: as follows: “Technologically feasible sensor systems which can determine
launch points and predict enemy impact points may mear that he who strikes first
partialiy solves the empty-hole problem for the other. If we are that “other,” we have
then the option of launching on warning from those systems at risk in kind, that is,
against his [the enemy’s] holdtack forces. He has the empty-hole probiem when his first
strike arrives. dence conceuts such as the advantage of a first strike, deiending forces
to *‘ride out” such strikes, and even deterrence its21f are subject to reexam.nation. Major
space war may be an initici phase of stiawegic coi .1ontation buying all-important
negotiation time.”” (From an unpubiished taik, Novembe. 1967).
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behavioral analysis, bargaining theory, n-person game theory, behavioral
psychology, new concepts for retrieval and manipulation of information
in large data banks, techniques (such as the Delphi technique?®) for polling
systematically the views of experts on individual propositions in the context
of chains of argument, and so on.

The notion of systems synthesis does not envision ‘hard-core”
optimization, but rather a partly quantitative, partly qualitative input to
all major aspects of a decision process, and not to a n.onolithic decision-
maker. It involves a deliberate examination of context, a mattur largely
ignored by classical systems analysis. This implie: that the huinan decision
process itself must eventually be an important field for investigation and
analysis. Here, there would be ne ineenticn of replacing the decision
process in any mechanistic way; rather the problem is simply to increase -
our understanding of that process.

The above is admittedly speculative and futuristic. Such resezarch
objectives cannot be attained in the near future. However, efforts are
currently under way which could provide important foundations for
further work at sc:ne tuture time. Let us consider briefly one of these
endeavors: an exploratory study of strategic force p'anning for the distant
future, witr emphasis on gaining a deeper insight into the decision
processes underiying the initiation, management, and termination of
general war at leveis less than full counter-population exchanges. This
3 study is called Project XRAY.

A Current Example: 2..RAY

Past efforts to deai with complex, broad-context decision problems have
often used some type of war-gaming as supplement to classical systems
analysis. Because of limiiations in both gaming and systems analysis, the
usefulness of the results of t.uese studies has been limited. Particulariy wien
traditionii war-gaming has been the main thrust of the analytical apprcach,
the study u<tivity has been subjected to rather severe constraints, among
them the following:

1. Unless :he game is overly simplified (and hence perhaps esseniially
useiess or misieading), one run-through takes an inordinately long
time, and therefore is very expensive in terms of man-days of 2ffort.

2. In a given *“‘play’ of the game, so many key factors vary that
interpreting the significance of a single play has been mcs( difficult.

28 See N. C. Dalkey, Delphi, £-3404 (Santa Monica, Calif.: The Rand Corporation,
October 1967); and Dalkc, Fxperiments In Group Prediction, P-3820 (Santa Monica,
Calif. : The Rand Corporatioa, March 1968).
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Repetitions, under controlled conditions, could help solve this %
problem; but in the past the izngth of time required for one play )

made a large nuinber of run-throughs infeasible.

3. Itis difficult to make readily available to the players the large body
of mformation (including a kit of analytical tools to utiiize this
information) required io permit them to assess adequately the
relevant range of alternatives before deciding upon a move. Control
and evaluation teams experience similar difficulties in recording,
assessing, and directing the play. In suin, there are difficulties in
getting the desired analytical substance into the games to prevent
them from degenerating into a series of isolated plays which are
too little subject to meaningful analysis and interpretation.

RS L LS L L E DR PN TP SRR T T

From the viewpoint of Project XRAY, which is focused mainly on
mul‘isided, controlled-response scenarios in the context of a dynamic
sequential decision process, these limitations are intolerable. They are just
too resiriciive to permit attaining the degree of analytical depth desired
in Project XRAY. Yet XRAY requires some sort of gaming. Are there
alternative approaches?

In addition to classical systems analysis and traditional gaming pro-
cedures, we have at the present time several other tools which might help
in dealing with analytical problems like those posed in Project XRAY.
One such tool is advanced computer technology — particularly on-line,
time-sharing, multiconsole computing, using natural languages, verbal and
graphic. (In subsequent discussions we shall refer to this as OLTS com-
puting.) Another tool involves an extension of the Delphi method: a
procedure for systematizing the interactions of a group engaged in a joint
endeavor in the context of a dynairic sequential decisionmaking process.
How might these tools help solve our problem ?

As an example, let us consider OLTS computing. This advanced
computer technology can help substantially in creating an integrated
analytical process in which classical systems analysis and conventional
gaming techniques can be mutually reinforcing. Classical systems analysis
has the advantage of analytical content, but often in practice it suffers
from narrowness of context. Gaming, on the other hand, can offer the
advantage of rich context, but usually at the cost of foregoing analytical
depth.

In Project XRAY we would like a **dominant solution” to this dilemma:
the advantages of both systems analysis and gaming, without the disad-
vantages of either. Cbviously this cannot be attained in practice. However,
OLTS computing can help considerably in bringing about a partial mutual
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reinforcement of the two approaches (a small step toward the *‘systems
synthesis” referred to previously).

The following are examples of the ways in which OL7TS computing can
help:

1. Large data banks of information and numerous submodel routines
(modules) can be stored in memory, tc be called up and used as needed by
the game participants. The adversaries can thus have, via their own
respective OLTS consoles, a wealth of information and analytical toois
readily available. These may be used in making substantive cost-cffective-
ness evaluations of alternative systems and force mixes before making the
next move in game play. One of the modules in XRAY, for example, is a
force-mix cost model which computes very rapidly (within minutes) the
year-by-year resource implications of a specified mix cf strategic offensive,
defensive, sensor, and command forces projected 10 or more years into
the future.® The main point is that having these rapid-response analytical
tools available on call can result in:

a. A much greater amount and depth of aralytical activity for a given
period of game time than would otherwise be the case, or

b. A shorter period of game time for a desired (or hoped for) level of
analytical activity.>°

2. Much of what has just been said pertaining to the adversary partici-
pants also applies to the game control and evaluation team participants.
The evaluation and control team must, among other things, structure the
game play, issue directives to the players, control the play, assess the
consequences of moves by the adversary players, keep track of the
“history” of the play as it unfolds sequentially, and conduct post-game
evaluations and analyses. The data bank and analytical tools made readily
available via the team’s own OLTS console help immeasurably in the
conduct of these duties — both in terms of time saved and in terms of
contributions to the richness and analytical depth of the game.

29 At certain stages of thc XRAY game the piayers have to engage in a planning exercise
to structure their respective strategic forces for the distant future. Numerous alternative
systems and mixes of systems are available for consideration, and the force-structure
choices have to be made subject to a budget (resource) constraint. This means that the
players have to engage in a considerable amount of cost analysis activity in the process
of trying to arrive at the most effective force that might be obtained from the stipulated
overall cost level. Using conventional cost analysis methods and techniques would take
an inordinate amount of time. The OLTS computer cost module essentially solves this
problem. (The cost module will be discussed 1n more detail later.)

39 This in turn might have the important result of increasing the chances for obtaining
time-limited senior personnel as exercise participants.
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3. Implicit in these first two points is a most important consideration
that we must make explicit and emphasize. In addition to contributing
substantially to the analytical content of a single game play, the OLTS
computing system makes it possible to conduct such a game several times
within a relatively short period. This has far-reaching consequences, While
increasing the analytical content of an individual game play is vitally
necessary, much of the type of analysis sought in Project XRAY can only
be attained by systematic examination and evaluation of a body of data
and information generated by numerous game plays (some of which may
be repetitious of certain important scenarios using different adversary
participants in successive plays). To attempt to conduct a long series of
plays of a rich-context game using traditional gaming procedures would
be out of the question. In sum, by shortening the time of an individual
game play without sacrificing context richness and analytical content,
OLTS computing makes it feasible (in terms of time and cost) to generate
the broad data base of game histories which is necessary for deep analysis
of the set of problems under consideration. OLTS computing can also
help significantly in facilitating this kind of game history analysis.

Let us now consider the XRAY gaming procedure in more detail. We
shall do this in two ways, by presenting the initial ‘“‘memorandum to
participants,” and by discussing briefly the force-mix cost module.

The Memorandam to Participants

At the beginning of an XRAY excrcise, the participants are given an initial
“memorandum to participants” which provides general orientation
regarding the nature of the XRAY game and a summary of the procedures
to be followed in the play of the game. In this section we shall present an
example of such a memorandum, so that the reader may gain a better
understanding of Project XRAY.

The content of a typical memorandum to participants is as follows. Here,
the reader should imagine that he is one of the adversary participants, and
that the memorandum is addressed to him.

‘“‘As a major part of our examination of alternative future strategic force
postures, we are trying to get a deeper insight into the decision processes
underlying the initiation, management, and termination of general war at
levels less than full counter-population exchanges. Our purpose is to study
how the political options and courses of action for this decision process
are conditioned by the size, composition, and technological capabilities of
opposing strategic offensive, defensive, and sensor systems; and con-
versely, what demands would be placed on technology by politico-military
actions.
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“XRAY is a scries of exercises designed to elicit your actions and your
reasons for them, were you part of the highest decision level of either the
BLUE, RED, or YELLOW blocs, in a crisis situation which could well
lead to some form of general war.*' You are not an actor, but rather a
playwright attempting to construct, illuminate, and perhaps explain
behavior at these decision levels.

“Your commitment will be approximately ten 3-hour sessions on
consecutive working days, preceded by a small amount of preparatory
reading and followed by an introspective recording of what you think you
learned from the exercise.

“There is one more color - XRAY GREEN. This team will, among
other things:

1. Calculate the results of all military actions you order.

2. Maintain your force status files a2uJ intelligence files on your
opponents.

3. Tell you what you are entitled to know at appropriate times.

4. Act as an advisor and discuss your proposed actions with you.

5. Provide inputs, whether you want them or not, from the concerned
sectors of your society outside your core position (for example, the rest of
your bureaucracy, Congress, press, population).

6. Provide inputs from allied and neutral countries.

“The overall structure of the exercise rollows:

1. Your team will decide on a Chief (BLUE 1, RED 1, YELLOW 1),
who has final say on all aciions. (Opposing team members may not be
known to you by name.)

2. You will read a synopsis of world events from 1945 to 1967 (Section
B).32

3. You will be given as a base posture the forces now planned for the
period 1968-1980. Working from this base and a menu of feasible new
weapon systems, you will prepare a complete pasture of strategic offensive,
defensive, and sensor forces for this period whose year-by-year cost must

31 Here, the general cont~xt is similar to that in crisis exercises conducted by the Joint
War Game Agency in the Pentagon. (The color codes refer to the adversary teams. BLUE
and RED are the major adversaries. YELLOW represents a *“third area™ bloc whose
behavior might well influence actions taken by BLUE and RED, and whose behavior
might also be influenced by the major adversaries.)

321 ettered sections refer to additional packages of written material made available at
the beginning of, or during, the course of game play.
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not exceed an assigned level.>® The nature, effectiveness, and pros and
cons of all sysiems are given in the vignettes notebook.>*

4, At this point you should dictate, tape-record, or write a résumé of
your reasoning in choosing the posture balance you did.>* GREEN will
consult with you during steps (3) and {4).

5. Section C is now issued. It is a script of world events through 1972,
but as seen and interrreted from the viewpoint of the bloc you represent
(RED, BLUE, YELLOW).

6. Based on intelligence provided by GREEN, you may now modify
your force posture for 1972-1980 within the constraints of lead times and
budget.’$

7. A new script (Section D) for a specified future time period is now
issued.

8. You next receive a detailed description of a crisis or confrontation
(Section E).

9. Section F contains discussions of the OLTS computer programs for
penetration and fallout and mortality calculations used in XRAY. This is
for your information and background only.

10. Section G contains instructions for logging on and off the OLTS
computer system, and details on the composition of frag orders (orders
initiating a military operation in game play). Also, there are instructions
for the operation of the TWX machine.?’

11. At this point, actual interacting exercise play begins. Within the
previously described constraints imposed by GREEN, you may exchange
freely political or military blows of any intensity. Political actions may be
offers, threats, demands. Military actions can be exemplary. punitive, or
major counterforce, and need not be against opposing homelands. They
may occur in space, in the air, at sea, or overseas.

33 Here is one of the key points in the exercise where the force-mix cost module is an
indispensable tool in providing analytical content within a reasonable period of time.

34 This notebook contains descriptive and analytical information on all weapon and
support systems to be considered in the exercise. Many of these are proposals for
distant-future capabilities which are currently only in the conceptual stages of develop-
ment: advanced strategic missile systems, new sensor systems which would operate in
outer space, advanced ballistic missile defense systems in various basing modes, ad-
vanced command and control systeins, and so on. The menu of systems is interservice;
that is, Army, Navy, and Air Force capabilities are all represented.

33 A statement of objectives must also be included.

3¢ Here again, the force-mix cost module is an important aid 1o the participants.

37 This is an independent circuit in parallel with the OLTS lines. Primarily, it handles
the large messege volume during an exercise. But should the OLTS system fail tem-
porarily, the exercise can be kept running on the TWX circuits.
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12. At the point of each major decision, you must dictate or tape-record
your reasoning with regard to courses of action open to you, expectations
about enemy response and intentions, expected developments or branching
possibilities, how you related your acts to national objectives, and the like.
Note that youcancall on GREEN for advice and for *‘what if” calculations
- what would be the estimated physical results of proposed military
actions.?® In fact, at the termination of each session you can ask GREEN
to do this and perform similar staff actions, giving you the results at the
beginning of the next scssion.

13. Play will be stopped if (a) the situation has led naturally to termina-
tion, (b) a major escalation seems likely, (¢) protracted low-level exchanges
or stalemate can be estimated, (d) time available for the exercise has run
out. Play is stopped by mutual agreement among all colors.

14. If physical contiguity perniits, there is now a face-to-face debriefing
or post-mortem session attended by all hands.3®

15. Each team prepares in writing its analysis of the exercise. If re-
quested, past participants will receive digests of subsequent exercises. In
any event, all participants will be asked to comment on the final overall
review and analysis of the entire XRAY series.”

The Force-Mix Cost Module

As indicated in the previous discussion, at various points in an XRAY
exercise the adversary participants have (o plan their respective future force
mixes of strategic offensive, defensive, sensor, and command forces. Since
this has to be done subject to a time-phased resource (cost) constraint, a
considerable amount of cost analysis work 1s called for in an iterative
process of arriving at a force mix which meets the national sccurity objec-
tives established by each of the blocs (BLUE, RED, YELLQW).

The XRAY force-mix cost module is one of the key tools available to
the participants to facilitate their long-range, force-planning activities.
Since the XRAY cost module is reasonably well developed, and since this
book emphasizes cost considerations in defense planning, we might spend
a moment to examine the main features of the cost module.

Basically, the XRAY cost module represents the formalization of a

38 Here, information (in many cases precomputed results) contained in the data bank
may be called up and used. Also, certain ““damage assessment’ computer programs can
be called p and exercised through the OLTS computer console.

3% The participants in a given XRAY exercise need not all be at the same physical
location. OLTS consoles can be stationed at various locations around the country, but
still be connected to the central data bank and computer facility. The capability to
conduct an XRAY exercise by “remote control” offers the distinct advantage of being
able to tap a reservoir of desired game participants who would otherwise not be available.
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procedure for assessing the time-phased resource mmpact of alternative
future strategic force mixes (strategic offense, defense, sensor, and com-
mand and control forces). It is programmed for an OLTS computer
system,*® and is designed to assist XRAY game participants in the
iterative process of selecting a future force mix that will best meet a
particular bloc’s objectives, subject to a stipulated cost constraint.

The starting point is the *“base case”: the assumed currently planned
strategic force mix for the next decade for a particular bloc team, and ihe
associated vear-by-year costs*! for a 12-year period into the future. As
indicated in Chapter 4, and as shown by curve AB in Fig. 9.17, the base
case is in effect a “*spendout” projection.

Force~MIX cost
{billions of 1969 dollors)

1 1 J I IOV R (SR IS SN N
%9 700 ‘71 72 ‘T3 ‘74 75 76 ‘77 ‘TR 7% '80

Fiscal vear

Fig. 9.17 - Base case ‘‘spendout” and possible constraints cn cost level

The bloc team then receives from XRAY GREEN information regarding
its stipulated year-by-year resource constraint. This amount may be at a
constant level over time (curve AC in Fig. 9.17), or at an increasing level
(curve AD in Fig. 9.17), or possibly a decreasing level over the planning
period. Given its initialiy formulated national security objectives, and given

4 This was done by H. G. Massey of the Resource Analysis Department, The Rand
Corporation. The program is written for Rand’s on-line, timesharing computer system,
JOSS.

4V Costs arc expressed in terms of total obligational authority (TOA) measured in
constant dollars. The base year is the first year in the planning period. By altering the
lag factors in the modei, expenditure estimates, instead of TOA, could be obtained.
The model can also measure resource impact in terims of manpower requirements.
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the menu of new weapon and support system possibilities for the future,
the bloc team must then go through an iterative planning process of
adding to or subtracting from the base case force structure to arrive at a
projected (12-year) strategic posture which is likely to best mect the bloc’s
objectives within the imposed cost constraint.*? Oftentimes the initially
desired projected force postures will not be within the cost constraint, and
they will have io be pared down. Or sometimes the originally specified
bloc objectives may have to be modified.

In any event the XRAY force-mix cost model must be structured so that
the bloc participants can input the basc case and then rcadily make
modifications to it in an iterative fashion. This is accomplished by making
an OLTS computer console available to the bloc team and by providing
for an exiremely simple input procedure.

Suppose, for example, that weapon systems S, , S,, S;, and S, make up
the force mux in the base case. This force mix and its time-phased total
cost are stored in the computer memory and can be called up at any time,.
Suppose further that the bloc team wishes to add new system S; tc the
base case posture. The basic building blocks and cost-estimating relation-
ships for S5 (as well as all other systems contained in the game menu of
systems for the bloc) are stored in memory. The result is that all that nered
be done to add S, to the basic mix is to call up the base case and input the
following items for system Sg:

. The code number for system S,.
2. The total force size (peak buildup) of Ss in terms of number of

units. For a missile system this might be, for example, the total

mitembac Al vinie gnui-\mgr\o /U | = n\h\:\;lne
NUINCST O1 BNl SQUipMeni\v.L. 1155085,

. The year of initial operational capability (10C).
4. The number of years to complete the change (in this case the
number of years from 10C to peak buildup).*?

The resulting output can be called for in various alternative formats.
One frequently used output is the following (in which all quantities are
time-phased year by year over a 12-year period):

ta

*3 The cost constraint cannot be met precisely, of course. Overages of about 3 or 10 per
cent may be allowed in a given 1 or 2-year period if similar amounts ‘‘below budget”
appear in subsequent years. The control team (XRAY GREEN) makes the final judg-
ment regarding whether or not a certain bloc’s planned force posture is acceplably
within the stipulated resource constraint for that bloc.

43 The model has built-in constraints on inputs 2 through 4. For example, if the bloc
team specifies an 10C which violates the development and production lead time for S;,
the OLTS computer program will reject the input. However, as will be discussed later,
development cost-time tradeofl optiuns are available for certain weapon systems in the
menu of new sysiems.
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1. The total cost of the base case force mix.

2. The cost profile of the overall cost constraint imposed upon the
bloc’s for e planning dcliberations.

3. The force structure of system S expressed in terms of number of
units at the end of each ycarin the planning period.

4. The total cost of system Sq .

5. The total cost of the new force mix (S, , S,, ..., Sq).**

The bloc team may now formulate a second change, which may be
treated as a modification of the first iteration. Then a thi: 3 change may be
postulated and treated as a variation of the second iteration, and so on.
At cach point along the way various cutput options are available. For
example, only the aggregate results of the proposed change may be called
for. Or, if desired, the detail of the base case and all iterations to date may
be called up.

A postulated change may take numcrou; forms, in addition to adding a
new system as in our example above. Among the more frequently used ones
aze the following :**

1. Phase-out of a system contained in the base case force mix.
2. Modification of the phase-in schedule of a new system in the base
case: rate of phase-in, 10C date, and so on.

. Modification of the phase-out of a system in the base case.

4. Modification of the phase-in schedule of a new system added to the
base case in a previous iteration.

5. Cancellation of development and phase-in of a new system ordered
in a previous iteration (provided the decision has not become
*locked in™).

W

Let us now illustrate some of the preceding points through the use of a
hypothetical example. In Table 9.4 we start with the total cost of the base
case force mix of systems S,, ..., S, (row A), and the year-by-year cost
constraint (row B). In this instance the constraint is increasing slightly as
a function of time.

Iteration 1 illustrates the modification of system S, in the base case force

mix. The steady state force size is increased froin 80 to 120 units, beginning

44 An alternative to (5) is to ask the computer to supply the difference betweer the
stipulated cost constraint (2) and the total cost of the new force mix (5).

43 Most of these are subject to automatic constraints built into the computer program.
For example, the computer would reject an input calling for an increase in the force size
of an aircraft system in the base case, when that pariicular aircraft has been out of
production for a considerable pericd of time. It will also reject inputs which violate
development and production lead time constraints.
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in 1972 and ending in 1978.%% In this case the output appears on the OL1'S
console in the form of: (I) the new time-phased force size for system S,
(row C), (2) the new time-phased cost stream for S; (row D), and (3) the
new (increased) aggregate cost stream for the modified base case force
mix (row E).

Iteration 2 portrays the addition of new system Ss to the force mix
obtained as a result of iteration 1. The inputs are as shown in Table 9.4.
The form of the output is the same as in the previous example, except that
here we exercise the option to call up the aggregate result in terms of the
difference between the new total force-mix cost and the force planning cost
constr :int. The time-phased results are shown on row G. (Here, negative
numbers indicate that total force-mi- . * in a particular year is less than
the cost constraint for that year.)

Iteration 3 illustrates the abiity of the cost model to take cortain
interrelations among systems into account. In this instance, system S is
added to the force mix obtained as a result of iteration 2. S¢ is a missile
system utilizing 2 major component (2 booster) which is also employed by
Ss. Because of the cost-quantity relationship (the “learning curve”) for
the common booster, the sysiem costs of S5 and S¢ siould be computed
simultanecusly. 'The XRAY cost modei does this automatically. Thus, in
Table 9.4, notice that the output for iteration 3 contains results fcr both
S and S. Notice also that because of the model’s treatment of the booster
commonality problem, the cost of the same configuration of S in iteraticn
3 (see ~ow %) is lower than in iteration 2 (see row F).*”

In an actua! XRAY exercise, further iterations (4, 5, ..., N) wouid no
doubt take place as the bloc team planners attempt to generate tnat
proiected force mix which best meets the bloc’s objectives, subject to the
given resource constraint. The final aggregate result might icok something
like that shown :n Fig. 9.18. Notice that in the distant future years of the
planning horizon we get the so-called “oow-wave” effect — the tailing off of
the total force-mix cost curve. This, of course, is inevitable, give:n a
truncated planning horizon. In order to fill the gap (the shaded area in
Fig. 9.18) the torce planners would have to consider force postures for the
decade of the 1980s.

The system or program element deiail of a strategic force-mix cost
analysis may be presented in a number of alternative ways. One con-
venient format is portrayed in Table 9.5. Here, the various systems are

“¢ The followir.g inputs are entered on the OLTS computer console: (1) The ccde
number for systen: S, (2) the postulated change in force size of S, , (3) the year in which
the change is to be started, and (4) the year in which the steady state level is to be reached.
47 Note especially years 1974-1976.
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Force planning
cost constraint

Total force-Mix cost
1 r for the Nt iteration —

TOA (billions of 1969 dollors)
~
1

P I S TR R N N N (S NN N B
‘69 ‘70 ‘7N 72 '™ 74 75 '76 ‘77 '78 ‘79 '8)

Fiscal year

Fig. 9.18 —Results 0. the Nth iteration

grouped according to major function: offensc, defense, sensor, command,
and so on.

So far, we have focused on the major input and output features of the
XRAY force-mix cost module. Let us now outline briefiy some of the other
characteristics of the underlying cost model:

1. All of the weapon and support systems contained in the menu of
systems for a particular game play are stored in memory. These may be
called up at any time, and their costs estimated for varying force sizes,
10Cs, and the like. However, for some systems numerous other “‘system
configuration’ options are provided. In the case of offensive ballistic
missiles, for example, the following are availabie:

a. Numerous payload alternatives.

b. Several booster options.

c. Variations in basing: fixed bases, land mobile, waier mobile (barge
basing), and so on.

Other examples include new manned bomber aircraft systems (basing,
alert level, and air-to-surface missile options), and space systems (on
station in orbit, or on ground alert options).

2. As indicated previously, certain intersystern interactions are taken
into account in the model. One of the most important pertains to cost-
quantity effects when one item of mzjor equipment is used in more than
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300 COST CONSIDERATIONS IN SYSTEMS ANALYSIS

one weapon or support system in the force mix under consideration. For
example, the C-5A transport aircraft may be used in several different
systems. If so, a postulated change in any one can induce cost changes in
the others in a given force mix, because of the cost-quantity relationship
for the C-5A aircraft. The XRAY cost model takes these iterations into
ac-ount automatically.

3. Development and produ<tion lead times are taken into account in
the model. These vary according to the type of major equipment being
considered and are essentially average lead times for each case. However,
in many instances the players have the option (within limits) of shortening
the average development lead time for a particular system by trading off
time and cost. For example, if an additional amount of development cost is
incurred, the IOC date for the system would be N — 1 instead of future year N.

4. Support costs are treated in accordance with the principles set forth
in Chapters 3 and 4. That is to say, for a given postulated change in the
strategic force mix, only those support costs which are a direct consequence
of that particular decision are included in the estimated incremental cost
of the change.*® General support costs which are not a function of force
mix are computed separately and included as a line item in the total cost
of the base case force mix.*®

5. The present XRAY cost mode! is designed primarily with a “fixed
budget”” framework of analysis in mind. However, with only slight
modification it could be useful in helping the force planners deal with
“fixed capability over time” situations. With this context in mind, a special
routine is contained in the OLTS computer file which permits the analysts
to compuie very rapidly the present value of time-phased future cost
streams for any discount rate assumption, including cases where the rate
is assumed to vary year by year,

Summary Commett
The XRAY forze-mix cost module contains an anlytical model which is

explicitly designed to help attain the objectives of the broad analyses being
attempted in the total XRAY proiect. By the utilization of CLTS com-
puting, and by the precomputing and storing of a wide range of alternatives
and og*ions in the GLTS computer data bank, the resource impacts of
numerous alternative strategic force mixes can be computed within

48 For example, a new system using nuclear propulsion would require special depot
maintenance facilities. The incremental cost of these support activities weuld be included
as part of the cost of the decision to develop and procure such a system.

4% An example of this type of support cost is the operating cost cf Headquarters,
Strategiz Air Command.
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minutes. This helps in a major way to attain one of the most important
objectives in Project XRAY: To make possible a significant amount of
analytical depth in XRAY exercises and to do this within the time con-
straints established for a particular exercise.

Like the other two cases presented in this chapter, the XRAY example
serves to illustrate a number of the main points contained in previous
chapters. Some of these are:

1. The usefulness of short ‘“‘turn-around time” force structure cost
models in studies and analyses of broad-context planning prohlems.
2. The importance of tailoring the cost model to the requirements of the

- overall analysis.

3. The importance of building the cost model in such a way that the
key concepts discussed in Chapters 3, 4, and elsewhere in this book are
taken into account; for example:

a. Provision for explicit treatment of time-phasing by fiscal year,
including techniques for dealing with time preference problems.

b. Provision for proper assessment of the incremental (decremental)
resource impact of postulated decisions involving marginal
changes to a projected base case force mix. (These may pertain to
changes in force-mix composition, changes in force size of weapon
systems in the force miv_clanges in the configuration of individual
systems in the force mix, changes in assumed IOC dates, and so on.)

¢. Provision for explicit treatment of key interactions among weapon
systems in a projected force mix. (This is necessary to avoid double
counting, and to enable the proper assessment of incremental costs
referred to in (b) above.)

d. Provision for assessing the consequences of postulated force-mix
decisions in terms of dollars and other measures of resource
impact — e.g., manpower requirements.

Suzgested Supplementary Readings

1. E.S. Quade, “*The Selection and Use of Strategic Air Bases: A Case History,” Chap.
3 in E. S. GQuade, Anaiysis jor Miiitary Decisions {Chicago: Rand McNally &
Company, 1964), pp. 24-63.

2. Richard B. Rainey, Jr., **Mobility: Airlift, Sealift, and Prepositioning,” Chap. 9 in
Stephen Enke (ed.), Defense Management (Englewood Cliffs, New Jersey : Prentice~
Hall, Inc., 1967), pp. 150-163.

3. Lt.Colonel R. S. Berg, *“Armed Forces’ Use of Cost-Effectiveness Analysis,” Chap. 6
in Thomas A. Goldman (ed.), Cost-Effectiveness Anulysis (New York : Frederick A.
Praeger, Publishers, 1967), pp. 91-103.

4. Murray Kamrass and Joseph A. Navarro, ‘'An Analysis of Tactical Air Systems,”
Chap. 8 in Thomas A. Goldman (ed.), Cost-Effectivene:s Analysis (New York:
Frederick A. Praeger, Publi: ers, 1967), pp. 116-130.

s

Amesmeassmty msssssnmeIt SRRttt haredamendha b



|

L ~

Lantacie, Lo o L

Chapter 10

SUMMARY AND CONCLUDING REMARKS

Books written about highly developed and well-disciplined subjects usually
do not contain a chapter devoted to a summary and concluding remarks.
If the author has done his job properly, there is no need for it. This is
particularly true when, as in mathematical! text books, the presentation
involves starting with certain postulates or axioms and then working out in
great detail the implications of these initial premises. But this volume is in
quite a different category. It 1s a subset of a larger subject (systems
analysis), which is itseif only a partially developed art form at the present
time. Changes in concepts and techniques occur frequently. Writing
definitively about systeras analysis is, therefore, a difficult, perhaps
impossible, task. Those who attempt it are particularly aware that their
treatment of the subject is unavoidably apt to suffer from varying degrees
of incompleteness, outdatedness, disjointedness, and the like. Because of
these difficulties, most authors of books on systems analysis feel a special
obligation to the reader to attempt to sum up the leiding points of the
discussion in a final chapter.

For example, the last chapter in Systems Analysis and Policy Planning'
presents such a summary by commenting generally on the following topics:

1. Precepts for the systems analyst:

Pay major attention to problem formulation.

. Keep the analysis systems oriented.

Never exclude aiternatives without analysis.

Set forth hypotheses early.

Let the question, not the phenomena alone, shape the modei.
Emphasize the question, not the model.

Avoid overemphasizing mathematics and computing.
. Analyze the enemy’s strategies and tactics.

Treat the uncertainties explicitly.

Postpone detail until 1ate in the analysis.
Sub-optimize with care.

T DM e Al op

1 E. S. Quade and W. 1. Boucher, Systems Analysis and Policy Planning: Applications in
Dejense (New York: American Elszvier Publishing Co., Inc., 1968).
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2. Principies of good analysis:

. Efficient use of expert judgment is the essence of analysis.
. Choice of the right objectives is essential.
Sensitivity testing is important,
. The design of alternatives is as important as their analysis.
Interdisciplinary teams are usually necessary.
The analysis of questions of R & D should not emphasize
optimization.
g. For broad questions, comparisons for a single contingency are
not enough.
h. Partial answers to relevant questions are more useful than full
answers to empty questions.
i. Estimates of cost are essential to a choice among alternatives.
). The decisionmaker by his actions can compensate to an extent
for partial analysis.
k. A good new idea is worth a thousand evaluations.
3. Nature of the decisionmaker and his responsibility.
4. Some dangers of analysis.
5. The future of systems analysis.

~0o a0 o

E. S. Quade’s discussion of these topics? is excellent and should prove to
be rewarding not only to readers of the Quade-Boucher book, but also to
readers of the present volume. Indecd, this material is highly recommended
as a general background supplement to what is said in the following
paragraphs.

Some Summary Points
In general, this book has dealt with the concepts and procedures of military
cost analysis in a systems analysis context, By way of overall summary, the

main points developed in the preceding nine chapters may be outlined as
follows:

1. Systems analysis is concerned with helping long-range planners make
difficult choices among alternatives in the face of real uncertainty. In
providing this assistance the analysts attempt to identify and clarify
objectives and the range of alternative means of achieving them. The
analysts also attempt to assess the probable consequences of the alterna-
tives in terms of their benefits, costs, and risks, and to make comparisons
among these alternatives.

2 Quade and Boucher, op. cit., pp. 418-429.
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2. To be effective, the cost analyst must function as an integral part of
the systems analysis interdisciplinary study team. He must be on hand from
the start to help in the difticult task of structuring the problem to be
analyzed, and to assist in the formulation of questions and hypotheses to
be examined. Only then will his input to the total analytical process be
relevant, Cost estimates can be relevant only when they reflect the conse-
quences of an appropriately defined decision or choice.

3. What do we mean by ‘“‘cost?” In its most fundamental sense, cost is
the value of benefits forgone. Costs, like benefits, are the consequences of
decisions; and costs, or consequences, can only be identified by clearly
specifying the decision and comparing it with its alternatives. An indication
of costs can be provided to the decisionmaker by enumerating required
resources, or by determining alternative uses of these resources, or by
estimating the value of these alternative uses. In using dollars to estimate
costs, the cost analyst is attempting to accomplish all three of these steps
concomitantly. However, dollar expenditures will rarely be a full and
completely valid measure of total costs. Although dollars are an especially
useful measure of costs, other measures can sometimes be simpler and
more useful.

4. While it is vitally necessary that the cost analyst utilize appropriate
concepts of cost and focus on the output-oriented decision context of the
problem at hand, other conditions must be fulfilled before he can effectively
perform his job in practice. For example, a great deal of work must be
done on the input side of the cost analysis process. Specifically, input
structures must be developed to serve as a framework for assembling all
the elements {for example, categories of resources) making up the various
output-oriented packages of military capability; a historicai data base must
be built up and maintained to provide the empirical foundation for the
cost analysis activity; this basic data base must be processed and analyzed
continually with a view to development of estimating relationships; and,
finally, all of the forgoing must be put together in the form of procedures
or models which can be used in addressing cost analysis problems.

5. Cost models are important because they are, in effect, integrating
devices designed to facilitate the analyiical process by bringing together a
wide range of factors on the input side and relating them to specific types
of output-oriented military capabilities in the future. In terms of the
problem the model is designed to help solve, four types of cost models are
particularly important:

a. Resource requirements submodels.
b. Individual system cost models.

‘l
|
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SUMMARY AND CONCLUDING REMARKS 305

¢. Mission area force-mix cost models.
d. Total force cost models.

6. As integral participants in the total study effort, cost analysts must
stand ready to assist in solving troublesome special problems that typically
arise in systems analysis. Perhaps the most important is dealing with the
problem of uncertainty. How the cost analyst treats uncertainty in any
given instance is very much a function of the design of the systems analysis
study itself; generally speaking, however, imaginative sensitivity testing on
the part of the cost analyst can be very useful to the systems analysts in
their unending search for dominances and for ingenious ways of hedging
against major uncertainties pertaining to the distant future.

Problems associated with time represent another area where special
difficulties are likely to arise. The timing of future capabilities and costs is
especially important in military planning problems. In conducting planning
studies of such problems, time phasing should be considered explicitly
wherever possible, even though doing so complicates the analysis con-
siderably. When time phasing is introduced explicitly, usually the preferred
way to compare alternatives is to specify a desired pattern of effectiveness
or capability over the period of interest and tc seek that alternative which
meets the stipulated capability at least cost. Here, the time-phased cost
streams should be computed on the basis of at least two assumptions
regarding time preference: (a) a zero discount rate for the period of time
under consideration and (b) a positive discount rate which is an approxi-
mate measure of the opportunity cost potential rate of return on the
resources that would be utilized by the project.

A Comment About the Future

What can usefully be said about the future direction or roles of cost

analysis in systems analysis? In particular, what are some of the more

important areas where work should be done to improve cost analysis?
Anyone who is familiar with the present situation can provide a number

of answers to these quesiions. While these may seem immediately obvious,

they are nonetheless important. Some examples are:

1. Improved data and information systems (not all of which have to
be complete enumerations on a periodic basis), and hence improved
cost analysis data banks.

2. Given (1), further work on development of estimating relation-
ships, particularly in areas that are currently deficient - avionics
equipment, space vehicles, numerous areas of support activities in
all three nulitary services, and so on
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3. Further development of analytical cost models - espesially inter- ‘
service force-mix cost modeis, including provision for explicit .
treatment of time phasing. ‘
4. Development of improved methods and techniques for dealing with ‘
uncertainty: for example, further exploration of the possibility of
using idcas from modern decision theory. :
With the possible exception of the fourth problem, these topics are :
straightforward in principle, although making significant advances in any
one of them will involve hard work. Other areas where improvements or
changes might be needed 1n the future are much less obvious, and therefore '
any attempt to discuss them must of necessity be somewhat speculative. )
One of the main reasons for this is that the subject of cost considerations )
in systems analysis is intimately tied to the future directions of systems -,
analysis as a whole. :
We have already said something about systems analysis in the future in
the background discussion for the Project XRAY example presented in
Chapter 9. Other authors have also offered thoughts on the matter. :
Quade, for example, has written as follows: ’
In recognition of the profound need for clarity and informed judgment, systems )
analysis will no doubt see a greater use of scenarios, gaming, and techniques for
the systematic employment of experts, along with a growing use of quantitative
analysis for problems where it is appropriate. :
Moreover, new approaches and techniques are being proposed constantly. Many
of these are primanily mathematical in nature, but increasing attention is being
devoted to systematic methods for taking into account the various arganizational,
political, and social factors heretofore so poorly understood but often so critical to
national security problems. In the computer field, the trend toward a better union
of man and machine through personalized, on-line, time-sharing systems that use
patural language and graphical input and output, and store submodels on discs,
will be a great bocn to the systems analyst. It will give him the capability to change
his program instantly, to experiment, and to perform numerous excursions,
parametric investigations, and sensitivity analyses. In mathematics, new advances
in game theory are giving us insight into the many-person and nonzero-sum
situations of conflict and cooperation. And, more importantly, for questions not

amenable to quantitative treatment, new techniques for the direct use of expertise
are giving us a way to grasp these difficult-to-treat aspects of our problems.?

One of the common threads that seems to emerge from this statement
and our discussion in Chapter 9 is that systems analyses in the future is
very likely to be called upon to deal with considerably broader problems
than is typicallv the case today. Or, even in cases where the breadth of the
context is the same, the issues involved might be posed in such a way that
present-day systems analysis concepts and method: v'ould be somewhat
inadequate to the task of assisting the decisionmakers in a substantive way.
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All of this could have important implications for cost considerations in
systems analysis in the futurc. Some speculations about the nature of these
mplications are as follows:

1. Examination of broader probleins in the future could mean that cost
considerations that arc not now a part of a typical systems analysis study
might have to be taken into account in some fashion. The analogy in
economic theory is found in the subject of “‘externalities.” For example,
in the case of the theory of the firm, the real cost or sacrifice, in terms of
opportunities forgone, of increasing the production of commodity x
would be the sacrificed production of a certain number of units of
commodity y. This cost, however, is internal to the firm. It does not
measure the possible negative effects on other firms, or possible increases
in social costs (such as air pollution). The latter are cost effects which are
external to the individual firm. A similar situation might prevail for systems
analysis in the future. Costs which were external (and therefore not taken
into account) in narrow context problems would no longer be external
when the context is broadened. This could well mean that cost analysts
would have to attempt to face up to difficult issues which are for the most
part ignored today.

2. Related to (1) is the question of the use of dcllars as 2 refiection of
real cost (benefits forgone). This book has perhaps pleced undue emphasis
on the derivation of dollar cost estimates. This, however, reflects rather
accurately the current state-of-the-art in military cost analysis; and it is
also irue ihai in many insiances dcliars do represeni vne very usciul
measure of real cost. (On the other hand, we have stressed that in numerous
problem areas dollars may be an inadequate, or even misleading, proxy for
real costs.) But for the broader problems we might envision in the future —
particularly if more emphasis is to be placed on organizational, political,
and social considerations - it is not clear that dollar measures of benefits
forgone will suffice even as well as they do now. For one thing, “market
prices” are just not available as a basis for developing dollar estimates of
ihe consequences of decisions for many of ihe types of considerations that
would have to be taken into account. Markets for these items simply dc
not exist. And even when market prices are available, the analyst must
exercise caution in using them as a basis for estimating the dollar expendi-
ture implications of very large government programs. We must not forget
that market prices are in cflect marginal prices, and that they may be valid
proxy meas:res of alternatives forgone for only reiatively small variations
in quantities of resources about the market equilitrium point. Massive
government programs may require such large amounts of various specific
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resources that their current market price, or marginal price, may be a poor
basis for assessing future total program cost. Some reasonably convenient
method of testing the acceptability of marginal prices as cost estimators,
and for adjusting them if they are not acceptable, is one of the chalienges
facing cost analysts in dealing with systems analysis problems of very
large-scale government programs.

3. If systems analysis should move seriously in the direction of *'systems
synthesis,” as discussed in Chapter 9, several important implications for
cost analysis would seem apparent. Perhaps the most significant is that a
great deal of additional work would have to be devoted to the development
of interservice force-mix cost models with a very rapid response-time
capability. This task would be difficult for a number of reasons: differences
among the military services with respect to organizational structure
(particularly in the support activities area). operational concepts, infor-
mation and data systems, and the like. These differences make it difficult
to structure the model properly so that an appropriate degree of internal
consistency is attained and at the same time an unacceptable degree of
detail in input requirements is avoided. Failure to attain the latter would
tend to defeat the objective of having a quick turn-around time in
exercising the model.

Another problem that might arise is related to our speculations regarding
the ::se of dollars as a measure of real cost. Most present day force-mix cost
models express their primary outputs in terms of dollars, and on occasion
in manpower requirements. These, of course, arc very useful measures of
the cost consequences of postulated force structure decisio..s. However,
for reasons indicaied eariier, such measures may noi aiways be suflicieni
in dealing with complex issues posed by broad force-mix decision problems.
What some of the alternative measures might be, and how they might be
obtained, is not clear at the present time. And it is certainly not clear how
these might be obtained in view of the requirement for quick response
outputs from the cost analysis process.

Thus, even though these comments are quite general, it is clear that
much remains to be done if the state-of-the-art of military cost analysis
is to be advanced significantly beyond what it is today. An important part
of this future effort must be devoted to conceptual problems. Equally
important is the continuing improvement in soecific methods, which must
of necessity involve much tedious hard work. And yet, as we hope we have
also demonstrated, the effort can be expected to have enormous value to
the decisionmaking process, and to the clarity, soundness, and scope of the
decisions themselves.
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Appendix A

THE OPPORTUNITY COST CONCEPT:
AN EXAMPLE FROM THE M!CROECONOMIC
THEORY OF THE FIRM!'

»

To illustrate the concept o

example from micro-econ
all external economies and onomies ignored. Here, the rare of produ:t

transformation (RPT) - the 8ope of the pioduct transformation curve -
measures the opportunity cost or the real sacrifice (interaal to the firm) of

producing an additional urit of a commaodity.
To sec this clearly, consider a very simple situation where the firm

produces two outputs (Q, and Q,) bv using a single input {X).2 The firm’s
production function in impiicit form miay be written

H(‘ha‘h,x)'—'oa (1)

where g,, 9, and x are the raspective quantities of Q, , Q,, and X. Solving
explicitly for x, we have
x=h(qg,.q:) (2)
That is to say, the cost of production in terms of X is a function of the
quantities of the two outputs.
We may now define the tamiiiar pi cduct transformation curve
x° = h(q,,92), 3

which portrays the locus of output combinations that can be obtained
from a given input of X. The negative of the slope of the product trans-
formaticn curve is the rate of product transformation (RPT):

RPT = ——= 4

which measures the rate at which Q, must b sacrificed to get more of Q,

(or vice versa). That is to say, RPT measures the opporiuniiy cost ©
getting more of Q, for the fixed levef of input of X.

! ‘The basic argument in this example 1s taken from James M. Henderson and Richard
E. Quandt, Microeconomic Theory: A Mathematical Approach (New York: McGraw-

Hiil Book Company, 1958;, pp. 67-72.
? A slightly more complic-ited case is treated in Chapter 3 (pp. 26-27) where we considered

two inputs and two outputs.

399

pportunity cost, let us consider a simpl®S
‘theory: the case of the individual firm with "%
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We can also express RET i terms of marginal costs and in terms of
marginal products (MPz). Take the total differential of equation (2):

Jh

— da,. (5)
cq,

3
d.l=.o—,‘dql+
944

But dx = 0 for movements along a given product transformation curve.
Therefore,

éh ch
5 —dg, = (6)
dq, : 09,
oh
iq_' = _94; N
2h dg,’
cq,
Substituting (7) in equation (4):
oh
dq,
RPT = —, 8
2q;

vhich says that at a point on the product transformation curve, RPT
equals the ratio of the marginal cost of Q, in terms of X to the marginal
cost of Q; intermsof X.

Now let us differentiate equation (2) with respect to ¢, and g, :

cx oh

= ©)
dq, 9q,’
x Ch
x_ o (10)
éq, 2q,
Applying the inverse-function rule:
0 ch I
Dy )2 o ‘2'——1/“" (11)
ox ¢q,
92 _ ok 0k _ %92 (12)
ax 0g, oq, /] ox
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Substituting (11) and (12) into equation (8):
| /% |
0 éq, |0 .
RPT = — X %92 /%1 (13) .
R ALE ox /[ ox %
! éx ;

Here, we have our desired result: RPT expressed in terms of marginal
products. Equation (13) says that RPT (which by our origin4l definition
measures opportunity cost) equals the ratio of the marginal product of X
in the production of Q, to the marginal product of X in the production
of Q, .

Notice that this treatment of opportunity cost has in no way involved
any of the firm’s reveaue considerations. All of the measures of oppor-
tunity cost are expressed in terms of physical quantitics derivea from the
firm’s production function.

It is informative, however, to bring in the firm’s revenuz function. We
shall show that under certain ~onditions an explicit relationship between
RPT (the mcasure of opportunity cost in physical terms) and market
prices (dollars) can be derived. This is important to much of the discussion
in Chapter 3 because it furnishes an example of how under certain
assumptions uollars can reflect real (opporturicv) costs.

As a first example, let us consider the same case discussed above, and
assum.e that the firm wants to maxim ze rcveive tor a specified level of
input of X, We shall also assume that the firm sells its two outputs in a
competiiive market at fixed prices py and p,.

The revenue function is

R=piq,+p29q,. (14)
: We want to maximize R subject to
x° = h(q,, q,). (1)
We have, therefore:
W= pyqy+pada+ulx"--higy, ;)] ° (i6)
Differentiating partially, and setting the derivatives equal to zero:
oW oh \
s =py—p - =0, (17)
d¢, g,

3 Here, we aie using the methud of Lagrange, where g is a Lagranpe maultiplicr. (See
Hendersor and Quanat, op. cii., pp. 273-274.)
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cw cdh 0 (18)
== py—pz— =0,
éq; 7 " dq,
ow
—a—~=x°—h(ql,qz)=0. (19)
u
From (17) and (18) we have
h
Py 94,
— = — 20
0 7 (20)
dq,

But from equation (8) we know that the right side of (20) is equal to RPT.
Theretore:

RPT =21 (21)
P2

Thus, in this max‘mizing situation the firm must operate in such a way
that RPT (or the measure of opportunity cost) must equal the ratio of the
fixed prices of the outputs Q; and Q,. Here we see that a very explicit
relat;onship exists between RPT (the measure of opportunity cost in
physical terms) 4nd dollars (the market prices of the outputs). This 1s why
economic theory says that under certain market conditions and under
certa‘u assumptions about the behavior of the firm, market (dollar) prices
wili reflect opportunity costs internai to the firm.

The cxample represented by equations (14) through (21) is a special case
involviug a specific constraint: i.e., the level of the input factor X is fixed.
What happens if the constraint is relaxed ? We shall now consider such a
case and show that for a firm in a profit-maximizing situation, RPT will
be equal to the ratio of the fixed market prices of the outpnts Q, and Q, .
Letting n = profit and r = the fixed price o1 the input factor X, we have

Revenue Cost
a=piq1+tp29:—rh(q, q,)- (?2)
Then,
It o}
T pmr =0, (23)
2q, ¢q,
ol
?n =P2"'t"l*=0. (24)

49, éq,
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from which we obtain

. ch _ dh X
=Pigg TP Er (25)
Or, substituting from equations (11) and (12),
. dqy  0q,
PEPi TP (26)
Therefore,
oq,
Pr_ 9% _Rptt (27)
P2 04,
ox

What about the ‘“‘general” case - say » inputs and s outputs? This has
been worked out, and it can be shown that when all inputs are held con-
stant, the RPT (the measure of opportunity cost) for every pair of outputs
(all other outputs being held constant) must be equal to the ratio of their
prices.® Thus, the general case is a straightforward analogy to our simple
two-output case. However, al! inputs must be held constant and the outputs
taken in pairs.

The above discussion applies only to the individua! firm. Similar results
can also be derived for the entire consuming and producing sectors of an
economy in a state of perfectly competitive equilibrium. To discuss this
subject in detail would be beyon¢ the scope of this book. We shall outline
only some of the main points.®

The key assumptions are:

1. Perfect competition among consumers, producers, and in the com-
modity and factor (productive services) markets.

2. Subject to their individual budget constraints, consumers seek to
maximize their satisfactions (i.e., maximize their utility functions). For
any two commodities Q; and Q,, this means that the consumer’s rate of
commodity substitution (RCS)is equal to the market prices (p; and p,) of the
two commodities.”

4 Sec equation (13).

* See Henderson and Quandt, op. cit., p. 73.

S For a complete treatment see Henderson and Quandt, op. cit., pp. 202-208.

? See ibid., pp. 11-13. RCS for consumers is analogous to RPT for producers. In effect
RCS measures the consumer’s “‘opportunity cost” of exchanging more of one com-
modity tor less of another.
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3. Producing firms seek to maximize their profits.
4. Externalities arc absent.

Under these conditions, competitive equilibrium will result in the

. following:
¢ .
RCs = 2= rpT.
)
3 Px
é Here we have an example of a situation where market prices reflect
3 directly the opportunity costs of both consumers and producers. This,

howevcr, is a very special case which is never gencrally attained in reality.
That is one of the reasons why in Chapter 3 we are very cautious in making
statements about how well dollars measure real costs. In an economic and
4 political society like the United States, dollars do in fact serve as a
: reasonchly good “‘proxy” for opportunity costs in a great many economic
sectors. In others, however, dollar expenditures may be a very poor
measure of economic cost, because assumptions 1-4 outlined above are
only very inadequately fulfilled.
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Appendix B

THE CONCEPT OF COMPARATIVE ADVANTAGE

The concept of comparative advantage is applicable to many types of
problems and contexts. It is usually illustrated in economic texts with
examples drawn from international trade, although its significance per-
vades all levels of economic activity from the international to the individual.
Let us start out by considering its application to international trade.

To illustrate the principle of comparative advantage, consider the
following simple example :*

Production Cost

Product In America In Europe

1 unit of food 1 day’s labor 3 days’ labor
1 unit of clothing 2 days’ labor 4 days’ labor

At first blush one might conclude that trade would never take place
because of America’s overwhelming absolute efficigncy in the production
of both commodities. However, the principle of comparative advantage
says that even if one of two countries is absolutely more efficient in the
production of every commodity than is the other country, trade will still
be mutually advantageous to both if each specializes in the production of
products in which it has the greatest relaiive efficiency.

In our example, America has thc comparative advantage in food and
Europe in clothing. Why ? Because:

Food cost in America (1)  Clothing cost in America (2)
Food cost in Europe (3) Clothing cost in Europe (4)

Clothing cost in Europe (4)  Food cost in Europe (}).

Clothing cost in America (2)  Food cost in Amierica (1)

Let us now return to the B-52/fighter bomber example in Chapter 3
(pages 26-27). We may set up the following matrix, which is analogous to
the one in the international trade example:

! This example is based on Paul A. Samuelson, Economics: An Introductory Analysis, 7th
ed. (New York: McGraw-Hill Book Company, 1967), pp. 649-651.
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No of Units Required

Task B-52 F8
Attack an air base i 10
Destroy a bridge 1 2

If the principle of comparative advantage is applied to this situation,
the result is that B-52s are relatively more efficient in attacking air bases,

and FBs have the comparative advantage in attacking bridges. Why?
Because:

B-52 attack A.B. (1) < B-52 attack bridge (i)
FB attack A.B. (10)  FB attack bridge (2)

FB attack bridge (2) - FB attack A.l} (10)
B-52 attack bridge (1)  B-52 attack A.B. (1)

Recall that in our analysis in Chapter 3 (see page 27) the cost benefit
ratio of using B-52s to destroy a bridge was 10/2 = 5. This factor (by which
costs exceed benefits) is precisely the same factor that measures the B-52s
comparative disadvantage in attacking bridges (relative to air bases): i.e.,
0.5/0.1 = 5. It is also the factor that measures the FBs comparative advan-
tage in attacking bridges (reiative to air bases): i.e., 10/2 = 5. Thus we see
that there 1s an equivalence between our cost-benefit analysis in the text
in Chapter 3 and our solution to the problem in terms of comparative
advantage in this appendix. That is to say, the concepts of comparative
advantage and opportunity costs are closely related.
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Appendix C

THE THEORY OF MAXIMIZING BEHAVIOR
AN EXAMPLE FROM THE THEORY OF THE FIRM

The main points made in the discussion of marginal analysis contained in
the section on *‘Minimizing Costs or Maximizing Benefits” in Chapter 3
may be illustrated from topics in economic theory. Basically, the ““marginal
conditions’ used by economists in discussing optimization behavior refer
to the mathematical conditions for a maximum (or a minimum) of some
specified functional form. We shall illustrate this briefly by an example
from the theory of the firm.

Suppose that a firm’s gross revenue (R)and total cost (C) may be related
to the firm’s rate of output (x) for some period of time. Profit (r), then,
may be defined as the difference between the firm’s revenue and total cost
functions:

n(x) = R(x)— C(x). (H

How should the firm behave if it is to maximize profit? How does the
firm choose its optimum rate of output? Assuming that (1) is differentiable,
we can readily determine the answer:

dr  dR dC
dx ax ax % 2
or
dR  dC
ar _ac 3
dx  dx (3)

Sinice by definition marginal revenue and marginal cost are, respectively,
the first derivative of the total revenue function and the first derivative of
the total cost function, equation (3) represents that familiar theorem in
economics for the necessary condition for maximum profit:! ie., the firm
must operate at a rate of output such that marginal revenue equals marginal
cost.

We may alsc treat the profit maximization problem in terms of utilization
of the input factors. Suppose we have the following:

! The second order condition for n(x) to be a maximum is d?n/dx? < 0, which implies
d?Ridx?* < d*Cldx?. (At the optimum output the marginal revenue curve has o intersect
the marginal cost curve from above.)
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A. The firm's production function relating quantity of output (g) to
quantities of the two variable input factors (x, and x,):?

g =f(x;.x;)\

B. The firm’s cost function relating cost of production (c) to quantities
of tha two productive factors (x; and x,):

C=ry X, +r;x;+aqa,

where r, and r, are the (given) market prices of the input factors and a is the
cosi of the fixed inputs.
C. The firm’s output is sold in a competitive market at a fixed unit
price (p). Total revenue, then, is price (p) times quantity (¢) = pf(x, , x,).
D. Given A through C, the firm’s profit function is

T=pg—c
=pf(X), X))~ X, = 3%~

1r.e first order conditions for n to be at a maximum are

on of
~—=p-——i, =0.
ox, Pox,
on of
R
5,(2 paxz "2
or alternatively
o
ax, !
pi— =T,

That is to say, for profit to be at a maximum, the firm will utilize each
input factor up to the point where its marginal benefit (value of its marginl
product) is equal to i’s marginal cost. For the hret productive facter, for
example, the marginal product is df/dx,. The inarginal cost of the first
factor is dc/dx, = r, . Therefore, the first facior will be employed such that:

of

P—=1,.
ox,

2 For simplicity we assume only two input factors. The resulis can casly be gencralized
to the n factor case.
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Notice that in the process of deciding b-.v »o operate the firm so that
profits will be maximized, the cost of the &iu¢ ' “actors («) dropped out of
the calculations (the derivative of a constant is ~cro). This is an example of
what economists mean when they say that for decisionmaking purposes
“bygones are forever bygones.”

Samuclsorn puts the matter this way:

The economist always stresscs the “extra,” or “marginal.” costs and advantages
of any decision. . . . Let byvgones be bygones. Don't look backward. Don’t moan
about your sunk costs. Look forward. Make a hard-headed calculation of the exrra
costs you'll incur by any decision and weigh these against its extra advantages.
Cancel ocut all the good things and bad things rhar wiil go on an, way, whether you
make an affirmative or negative decision on the point undcer consideration.?

We stress this because focusing on the cost and benefit implications of
the decision 1s a fundamental point in Chapter 3, and for the remainder of
this book.

3 Paul A. Samuclson, Economics: An Introduciory Analysis, Tthed. (New York : McGraw-
Hill Book Company, 1967), pp. 477-478.
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Absolute efficiency, see Relative
efficiency
Accuracy requirements and possibili-
ties, 76
Active alternatives, 61
Ad hoc sample surveys, see Sample
surveys
Administrative usage, 6
A fortiori analysis, 13, 212
A fortioni argument, 209
Aggregation, higher levels of, 77
Aggregation, levels of, 100
Aircraft cost function, 107
Aircraft maintenance cost-estimating
relationship, 111
Aircraft subsystems, 107
Airlift, see Mobility of general purposs
forces alternatives
Algebraic method« for multivariate
functions, see Multivariate
functions
Alternate exchange opportunities, 55
Alternative costs, see Economic costs
Alternative means, 50
Alternatives, 7, 10, 2°
depend upon decision:aker’s author-
ity and interests, 54
evaluation of, 32, 168-169
generating, 192
HPD example, 180
identification of, 32
resolving uncertainty in questions of
future military capabilities, 216
time-phasing of, 218
see alep Economic costs
Alternative uses, 28
Analytical cost models, further develop-
ment of, 306
Analytical process, 8-9
Analytical techniques, 153
Analytical usage, 6
Annual operating ccst, HPD example,
17€, 178, 184

INDEX

Antisubmarine warfare mission, see ASY/
mission
Appropriate discount rate, 56
Appropriate level of detail, 69
in the hirdware area, 69-70
A priori information, 149, 150, 153
Assumptions, 10
operational effectiveness, 181
(Fig.), 182
of the regression model, 150-151
Assured destruction capability, 16
ASW (antisubmarine warfare) mission, 82
system: cost, 83
Automation, 189
individual system cost models, 191
on-line, time-sharing computer
system, JOCS, 182
restrictions on, 182, 200
storing data, 151
total force cost models, 195-196
see also Data bank of estimating
retationships
Avzrages, see Curve-fitting methods

Balancing discount rates, 58
Bargaining theory, 286
Base case
alternatives to, 71
mix as a base, 266
Project XRAY, 293
spendout of past decisions, 70
spendout projection, 293 (Fig.)
see also HPD example
Behavioral psychology, 286
Benefit, see Effectiveness
Berefits lost, see Economic cost
Beta coefficients, 152
Beta function, 211
Bow-wave effect, 297
Break-even analysis, 58, 231
Bureaucratic behaviorzl analysis,
285-286
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B-x example

aircraft characteristics, 102 (table}

bomber aircraft attrition vs. fiving
hours, 109 (Fig.)

cost-quantity relationship for,
102 (Fig.)

data, operational concept, 102 (table)

descriptive inforination, 103

facilities invesiment cost, 165-106

generalized inpui structure, 117
(takle)

input structuze, 103, 104 (table), 105

investment in primary mission
equipment, 111

primary mission equipment
mainteaance, 111

summary of costs for system,
113 (table)

totai system cost, 112-119

“Bygones are forever bygones,” see

Maximizing behavior, an example
from the theory of the firm

Calculation of total systen flying
hours, 109-110
Case 1

alternative future strategic systems,
247

considerations in strategic bombard-
ment area, 246-248

difficulties, 245-246

equal-cost cases, 249

“hardware’ cost effectiveness anal-
ysis example, 248

hedging uncertainty with component
development programs, 254

long-endurance aircraft definition, 244

payload subsystems, 245

problem for analysis, 244-246

qualitative analysis, 250

selected data bearing on effectiveness
considerations, 249 (table)

sensitivity analysis example, 253-254

subsystem example, 252

system comparison example, 251
(table)

total system cost versus force size,
249, 253 (table)

Casc 2

air ground force mixes, 266-268

alternative threat assumptions
example, 268-269

cost sensitivity analysis, 267, 268

dzcisions based on scope of the
analysis, 256

equal-cost future force mixes,
trade-offs among, 255

establishing a point of view, 255-256

indices of force-mix combat
capability, 274-275

levels of analysis and criteria,
257-266

major conflict elements of TAGS-11
model, 269-271

model (TAGS-II) of force-mix
evaluation, 269-275

nine situational level criteria incorpo-
rated in TAGS-11 model, 272-273

results, 275-281

situational level and task level
differences, 260

TAGS-II model output, 273-274

trade-off criteria, 261 (Fig.)

trade-off criteria on all three
levels, 264 (Fig.)

trade-offs between different forces te
implement national policy,
263-266

L0

trade-oils on: the situationai level,
260-263
Case 3, analysis of distant future
strategic force mixes, 283-286
see also Project XRAY
Certainty equivalents, 202
Checking for validity, 14-15
Choice of an estimating relationship, 153
Coefficient
of multiple correlation, 152
of multiple determination, 152
of variation, 149, 152, 160
Coercion and bargaining capabiities, 16
Collection of data and information,
requirements for, 77
Collinearity problem, 150
Commercial aviation, studies of, 21
Comparability problems in data, 132
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SUBJECT INDEX 325

Coumparative advantage, 27
concept of, 315-316
military example, 316
Comparison of altesnative force mixes, 89
Competitive equilibrium, see Opportunity
cost concept example
Competitive market sysiem, 31
Complementarity, see Situational level
criteria
Comprehensive coverage of costs, 40

Computational burden, see Automation
Computer program, 149
Conceptual framework for making com-
parisons, 10-11
Confidence interval for an individual
forecast, 160
Consistency and comparability of
data, 130
Consistent estimates, 156
Consumer equilibrium, 10
Context dependent, 66
Contingency analysis, 13
Controlability, see Situational level
of criteria
Controlled general war, 17
Correlation coefficient, 124
Correlation of explanatory variatles, 151
Cost(s), 1-2, 164
are alternatives, 47
are conscqucncls, 44
average, 32, 38
concepts, 82
depend upon choice and chooser, 45
depends upon choices available, 47
difference from dollar expenditures,
41
external, 37
first derivative, 39
fixed, 32, 35, 36
incremental, 32, 34, 36, 193
internal, 32
marginal, 32, 38, 39
marginal concepts of, 82
marginal cost curve, 72 (Fig.)
output, 71, 72
past and future, 32
rate of change, 39

recurring and nonrecurring, 32, 36
related to time, scope, horizon of
decision under aualysis, 36

relevant, 37
relevant distinguished f.om irrelevant,
32,135
time-phasing of, 218, 219
total, 32, 38
value of benefits lost, 62
variable, 32, 35, 36
variety of, 32, 33
see also Sunk costs; Wartime costs
Cost analysis (cust analyses)
of force mixcs, 89
inputs, 100-102
see aiso individual examples and cases
Cost/benefit analysis, 27
Cost-benefit analysis of water
resources, 221
Cost-benefit ratios (cost-effectiveness),
40
Cost considerations in equal-cost
force-mix studies, key role of, 283
Cost considerations in systems analysis,
future implications for, 307-308
Cost-effectiveness, see Cost-benefit ratios
Cost-estimating uncertainty (uncertainties)
analogous to statistical uncertainties,
239
causes of, 206-2067
discount rate to use, 227
formalizing subjective judgments,
211-212
high, medium, and low estimates,
210-211
range of opinion regarding discount
rates, 227-228
reduction of, 210-213
scnsitivily tcsting to deternune, 212
see also Monte Carlo technique
Cost models, 3, 166-200
analytical use of, 167, 177-189
definition, 166, 189, 199-200
driving or exercising, 177-189
types of, 166-168, 190-200
see HPD example
see also Model building; Submodels;
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326 SUBJECT INDEX

and :pe-ific models, e.g., Individual

syslem cost models; Total force
cost jnodels
Cost-quantity estimating equation, 108
Cost-quantity relationships, 137-140,
172 (Fig.), 172173
Costs and benefits of decisior, 44
Cost-sensitivity analysis, necessity of
parametric analysis, 217
Current market price, 60
current value, 34
Curve-fitting methods
least squares, 125, 154
simple methods for two-variate linear
equations
averages, 154
freehand graphic methods, 154
selected points, 154
Curvilinear multivariate functions, see
Muitivariate functions

Damage-limiting capabilities, 16
Data banks
of estimating relationships, 151, 191
new concepts in reirieval and manipu-
lation of infonnation needed, 286
off-the-shelf estimating relation-
ships, 157
Data base, 164
experimental test to broaden, 140-141
Data base deficiencies
inconsistencies, 164
irregularities, 164
wrong format, 164
Data problem, the, 130-143
methods of correcting, 133-142
types of problems, 131-133
Decisionmakers, judgment of, 7
Definitional differences in data, 131-132,
141-142
Degrees of freedom, 123, 152-153
Delphi technique, 286, 287
Department of Defense (U.S.)
examples of resource allocation
probiems, §
total force structure, 192
Deployability, see Situational level criteria

Descriptive information input, 100
Deterrence, 16
Deterrent capability, see Policy level
crileria
Development costs, 41
Disaggregation, 137-140
Discounting, 51, 55
in calcuizr g “present worth,” 221
examples of, §6, 87
for postulated lifecycle, 218
premium for risk, 226-227
range of opinion regarding rates,
227-228
supplemental discounting, 213, 220
time-phased cost-benefit estimates,
221
see also Time-preference as-
sumptions
Discount rate(s). 53
alternative, 192
depends upon alternatives, 54
equalizing, 56
rational choice, 54
zero discount rate, 86
Distribution of totaj system cost,
212
Documentation of work, 151-152
Dollar costs, relation to other costs and
the value of time, 47
Dollar expenditures, 2¢
and total cost difference, 41
Dollars, 31
as a measure of cost, 30-32
as a proxy for opportunity
costs, 314
as a reflection of real cost
(benefits foregone), 307-308
discount rate, 52
future, 51
marginal exchange opportunities
between current and
future, 56
present value equivalent, 52
prices, 31-32
see also Discounting
Dominant sclutions, 21 2,217
Dormant alternatives, 61
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Economic costs (altemnative costs and
opportunity costs), 24-25, 70, 73
benefits lost, 25
Economic theory, 10-11
Education, studies of problems in, 21
Effective exchange rates, 57
Effective exchange ratio, 56
Effectiveness, )
maximized or costs ininimized, 40
Etfectiveness-to-cost ratios, 11
Endogenous variables, 156
Equal-cost alternatives, 266-267
Equalizing discount rates, 56
Equipment estimating equation, 160
Equipment maintenapce cost, 176
Equivalent resources, 53
Errors in obscrvation, 207
Errors of measurement, 207
Estimated data points, 164
Estimates by reputable experts, data,
135-137
Estimates, range of, 163
Estimating Army division costs, 267-268
Estimating errors, 160
Estimating relationships, 3, 69, 120-165
characteristics, 123-124
contained in cost analysis models, 74
derivation of, 77-78, 143-157
example of, 144-157
examples of major problems, 157-158
future work on, 30§
inventory of, 77
open ended, 74
statistically derived, 107
types, 124-142
use of, 157-163
see also specific types of estimating
relationships, e.g., Step functions

Exchange rate, 55
Exogenous variables, 156
Expandability, see Policy leve! criteria

Experimental test to broadcn dat: base,
see Data base

Experiments, conducting, 164

Explanatory variables, 150, 164

Explicit consideration of assumptions, 153

Externalities, broader future provision
for, in cost considerations, 307
Extrapolation
beyond range of e¢xperience (sample),
165, 208 (Fig.)
dangers of mechanical, 138-139

F ratio, 150
Fast deployment logistics ships
(FPLS), 19
FEBA (forward edge of the battie
area), 257
Fixed budget approach for comparing
alternatives, 10, 78-80, 81
somewhat analogous to economic
theory of consumer equilibrivm,
10-11
Fixed effectiveness approach, 10, 78, 80,
81
an analogy in micro-€conomic theory,
10-11
conceptual framework, 248
Flexibility, sce Situational level criteria
Force-mix analysis, 92
examples, 92
sec also Uncertainty
Force mixes, cost analyscs of
complementarity is key factor, 89
example of cost portion, 90
examples of past applications, 89
fixed budget approzch in dealing
with, 89
range of estimates for each case,
91 (Fig.)
start by estimating incremental cost
implications, 90
uncertainties in, 92
Force structures, major programs, 65
Formal regression analyses, 153
Forwaid edge of the battle area, see FEBA
Free, competitive, well-informed market
for item, 34
Freehand graphic methods, see Curve-
fitting methods
Free merket, 50
Full-scale thermonuclear (gencral) war,
284

CERE TR




o

328 SUBJECT INDEX

Functional categories, 68, 100, 107
Future, uncertainty about state-of-the-
world in the, 12

Generalized estimating rclationships,
111,157, 158-165
caution in application, 159-163
General war alternatives, 16-18
see also Full-scale thermonuclear war

Graphic methods for multivariate func-
tions, see Multivariate functions

Ground environment equipment, FPD
example, 173-174

Hard point defense systems cost model
example, see HPD example
Health, possible analyses of programs, 21

Hedging against postulated uncertainty,
209-210, 217
Historical cases, 151
Historical data, 132, 135-136
Historical data points, 151
Historical record, 164
HPD example, 168-189
base case, 178
Case 1 - Case 6, 178-185
description and cost categories,
168-169, 169 (table), 170-176
high-low input cases, 188 (Fig.)
operational effectiveness assumptions,
181-182, 182 (Fig.)
primary mission equipment (intercep-
tor missile) characteristics, 184-
185, 186 (Fig.)
sensitivity analysis (insensitivity),
181-189
use of, 177-189

ICBMs (Intercontiaental Ballistic Mis-
siles), 168

Identifying, measuring, and evaluating
costs, 28-30

Impiied discount rate, sce Time-prefer-
ence assumptions

Improved data and informeation systems,
305

Inconsistencies in data base, see Data
base deficiencics

Incremental costs estimating, 141

Incremental costs of postulated alter-
natives, 218

Independent residuals, see Residuals
Independent 1esiduals assumption,
sec Residuals
Individual system cost models, 167,
191-192
sec HPD example
Information in the wrong format, 131
Information systems, 133
inadequacies, 164
Inherited assets, see Sunk vosts
Initial spares and spare parts, HPD ex-
ample, 174
Initial training of personnel, HPD ex-
ample, 174
Inputs and outputs
relating, 166
time-phasing, 192

Input side of cost analysis, 3, 68

example of input-oriented structure,
68, 69, 100-101

input-oriented categories, 68

major charactenstics of stracture, 119

structure based on Department of
Defense conventional budget
caicgories, 118§, 119

variaticn of structures, 119

Input side of military cost analysis,
100-119

Input to effectiveness analysis, 79

Integrating data, 131

Interactions among program elements,
195-197

Interceptor missile investment cost, HPD
example, 171-172

Intercontinental ballistic missiles,
see ICBMs

Internal rate of return, 221

International acceptability, see Policy
level criteria

International trade example, see Compara-
tive advantage, concept of
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Intersystem comparisons, 85-89
system cost versus force size, 81 (Fig.)
Intersystem interactions, 299
Intrasystem comparisons, 82-85
rate of change of total cost with
respect to a key variable, 82
Inventory of estimating relationships
see Estimating relationships
Investment costs, 41, 66
HPD example, 171, 177
Investment in primary mission equip-
ment, 106, 108
Irregularitics in data base, see Data base
deficiencies
Iteration, first, 163

Joint costs, 72
JOSS, see Automation

Lcad and lag factors, 192

Lead time, 1

1east squares, see Curve-fitting methods

Level-off cost, 111

Life cycle identification, 66

Linear homogeneous estirmating relation-
ships, 128

Linear homogeneous function, 184

Long-endurance aircraft example,
see Case 1

Long-range planning, lead time, 1

Long-range total force structure planning,
97, 98

Low-altitude penetrating missile ex-
ample, 252

low-alitude penetrating missile gross

weight versus low-altitude range,
252 (Fig.)

Macro-cost analysis, $9-63
concerns alternative total programs at
Department level, 60
differs from typical cost analysis, 60
Macroeconomics, model from, 153
Manipulation of existing data base, 164
Manpower requirements submodel,
see Submodel
Marginal cost, 114
HPD example, 179, 184

Marginal exchange opportunities between
current and future dollars, 56
Marginal increase in benefits, 40
Marginal ratio of benefits to costs, 39
Market price, 34
current value, 34
market prices arc marginal prices, 60
Mathematical statistical procedures, 165
Maximizing behavior, an example from
the theory of the firm, 317-319
firm’s cost function, 318
firm's production function, 318
first order conditions for maximum
profit, 318
necessary condition for maximum
profit, 317

Maximizing
benefits, 38-39
utility, 11

Maximum likelihood, method, 155-157
“Maximum use” situations, 115
Meaningful cost estimates, 60
Measures of dispersion, 73
Measuring costs and benefits, difficulties
of, 25-26
Medium of exchange, 31
Method of reduced forms, 155
Micro-cost analysis, 59-63
definition, 61
Miciocconoinic theory of the firm,
see Opportunity cost concept
Military cost analysis concepts and tech-
niques designed to deal with
alternativns, 70
Military cost analysis, 64-99
summary points, 303-305
Military worth, see Residual value
Minimizing
costs, 38, 39
or maximizes utility,
decisionmaker, 11

Minimum system operations. 115

Miscellaneous annual oparating cost,
HPD example, 176

Miscellaneous investment cost, HPD
example, 176

Vo
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Mission ares foroc-mix cost models, 167,
192-194
interaction among components, 193
interservice problems, 194
Mobility, see Situationel leve! criteria
Mobility of genesal purpose forces alterna-
tives
airlift, 18
prepositioning, 18-19
sealift, 19
Model building, 9-1t, 182, 191-192,
195-199
refining through approximation, 282
summary of key concepts, 301
Models, 9-10
development of interservice force-mix
cost, 308
key parameters must bear dates, 219
structure of TAGS-II model, 271 (Fig.)
Theater Air-Gronad Study (TAGS-II),
269-275
two-sided campaign, 269
Monte Carlo technique, 12, 211-212
Multivariate functions, 129-130, 154
algevraic methods for multivanate
functions
examples of uses, 129
nomographic methods, 154
successive approximations for
curvilinear multivariate functions,
154
successive climination, 154

National acceptabiiity, see Policy
level criteria

National Aeronautics and Space Adminis-
tration, 22

Negative benefits, 43

Negative slope, 181-182

Nomographic methods, see Multivariate
functions

Non-defense examples of systems
analysis, 20-22

Normal distribution, 150-151

Normality assumption, see Residuals

Normal linear regression analysis,
127-128

N-person game theory, 286

Objectives of altcinstives, S, 7
Observed residuals, sce Residuals
Off-the-shelf estimating relationships, 157
One-way causal relstion, 156, 157
On-line, tune-sharing computer systcins,
see Automation
On-line, time-sharing, multiconsole com-
puting, using natural languages,
verbsl and graphic (OLTS), 287
examples of use, 288-289
see also Project XRAY
Opcn ended models, 217
Operating costs, 41, 67
Operational concept, 141
Operation of mathematical expectation,

155
Opportunity cost concept

competitive equilibrium, 313-314
example, 309-314

the “general” case, 313
microeconomic theory of the firm, 25

see aiso Rate of product transforma-
tion (RPT)
Opportunity costs, see Economic costs

Options, range of, HPD example,
188-189
Qutput of cost analysis, 3, 79

Output orientation, 65
Qutput-oriented package of military
capability 101, 102, 166

Faimmeirnic examination, 6%

Farametric types of analyses, 74

Past costs, see Sunk costs

Personnel pay and allowances, HPD ex-
ample, 176

Pitfalls of systems analysis, 15-16

Point estimate, cases of, 76

Point of dep~rture estimate, 161-163

Policy level criteria, 265-266

...... on interval, see Standaid emror of

forecast

Prepositioning, see Mobility of general
purpcse forces alternatives

Present value formula, 225

Price level changes, 141-142

Primary mission equipment (interceptor
missile) characteristics, see HPD
example
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Primary mussion equipment maintcnance,
11
Froblems assocuated with time, treat-
ment of, 13, 14
Problems related to time
deflating doliars, 52
index of prices, 52
Product transpostation curve equation, 309
Program element, 65
Projecting beyond sample range, 159
Project XRAY, 286-301
alternative formats of output,
294-295
characteristics of underlying cost
model, 299-300
example of output from XRAY force-
mix cost niodel, 296 (table)
focus of, 287
force-mix cost module, 292-300
format for presenting XRAY results,
298 (table)
iterations, 295-297
memorandum to participants, 289-292
resuits of Nth iteration, 299 (Fig.)
year-by-year resource constraint,
293-2%4
Pure empiricism, 143-144

QPAPC, qualitative post-attack pet-
formance capability, 85, B6
Qualitative supplementation, 15

Range of estimates, see Estimates
Rate of discount, 14
Rate of product trandformation (RPT)
definition and equation, 309
explicit relationship between RPT
and dollars, 312
firm'’s revenue function, 311
FPT expressed in terms of marginal
products, 311
RPT will be equal to the ratio of the
fixed market price of Q; and Q,,
for a firm in a profit-maximizing
situation, 312
in terms of marginal costs and
marginal products (MPs), 310

Ravos 11
Raw data base, adjustments to, 141142
Reduced-form procedure, 156-157
Rogressson analyas, 146-151
Regression coefTicients, 152
Regiession equations, 149
Regression modei, 150-151
assumptions, 150
Relation of cost to benefits, 27
Relation of dollar costs to other costs
alternatives forgone, 49
dollar expenditures, 49
dollars not all alike, $0-51
marginal valuc in narketplace, 49
meaningful alternatives, 49
Relative efficiency (absolute efficiency),
315
Relative standard errors of estimate,
sce Standard errors of estimate
Relevant alierpatives in macro-cost
analysis, 60
Relevant costs
imporiance of distinguishing Yetween
relevant and irrelevant, 283
lie in the future, 33
Relevant discount rate, 55
Relevant exchange opportunity, 55
Replacement costs, 59
Requirements uncertainty (uncertainties)
analogous to state-of-the-world
uncertainties, 239
cause of, 204-206, 207-208
range of opinion regarding discount
rate, 227-228
treatment of, 212-215
special studies, 215
use of adjustment factors, 213-215
Residuals, 150-151
Research and development costs, 66
HPD example, 170, 177, 184
Residual value, 58, 231-234
example, 58, 59, 232 (Fig.}
residual value costing, 233
“useful life” or military worth, 233
Resource allocation, 1, §, 64
Resource categories, 68
Resource components, basic, 100
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SUBJECT INDEX 333

Suppiemental discount rate, use of,
226-227
Suppleinentary information, 163
Supply 2nd demand schedules, 60
Supporiability, see Situational level
criteria
Survivability, see Situational level
critenia
System analyst, precepts for, 302
System characteristics, H®D c¢xarnple, 184
System configuraticiis, possible,
see Options, rang= of
System effectiveness, time-phasing of
estimates not feasible, 218
Svstems analysis, 1, 5-22
complexity, 81
definition of, ¢-8
examples, 242-301i
explicit treatment of problems asso-
ciated with time, 219
further advances needed, 284-285
future developments in, 285-286
future direction or roles of cost
analysis in, 305-306
history of, 283-284
principles of, 303
process, 179-180
some major considerations in, 8-16
see also Case 1, Case 2, and Case 3
Systeing synthesis
‘swuding blocks in, 265-286
deliberate examination of context, 286
Systemns synthesis, implications of, for
cost analysis, 308

“t” test, 149
Task-level of analysis and criteria, 257
with adde< time dimension, 259
drawbacks, 259
Temporal factors in data, 132
Testing of hypotheses, 164
examp.e of, 143-157
techniquss, 165
Theory of the finn, see Maximizing
behavior, an exanple from the
theor, of the finn
Three-dimensional plot, 151

Time
dependence of sunk costs, 218
explicit treatment of problems asso-
ciated with, 217-234, 240-24)
implicit treatment of, 2i9
in the military/national security
context, 221-223
is money, 51
preference, 218, 220
see alsc Residual value
Time-phased comparisons of proposed
future military capabilities,
best way to handle, 223
Time-phased cost streaims for
alternatives A and B, 229 (Fig.)
various alternatives, 228
Weapon System X, 224 (Fig.)
Tinie-phased resource impact of alterna-
tive future strategic force mixes,
Projeci XRAY cost module as
formaiized proceduie for assessing,
292-293
Time-phased toral system cosis,
86, B8
Time-phasing, 14
Time-phasing of resource
impact, 191, 192
requirements, 73
Tirme preference assumptions, 14, 87,
223-226, 229-231
TOA, see Total obligational zuthority
Total force cost models, 167, 194-199
definition, 194-195
improvements required, 199
incremental cost impact, 196
inheriied assets problemn, 196
outputs, 195
service-wide support activity and
costs, 197
usefulness of, 198-199
Total force structure cost analysis, 92
idustrative format for, 94, 95
Total investment cost, HPD examplc, 176
Total obligational authority (TOA),
192, 193
Total system cost (TSC), 83, . .,
160, 178
high-tow input cases, 188 (Fig.)
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334 SUBJECT INDEX

insensitivity analysic, 185-18%
range of optioas. effect of, 188-189
sensitivity anaiysis, 181-185
versus force size, 178-189, 179(Fig),
i8C (Fig.), 181 (Fig.), 183 (¥ig.),
185 (Fig.), 186 (Fig.)
Total system operating cost, HPD
example, 184
Trade-off ratios between two or inore
different cost dimensioas, deter-
mining, 61
Trade-offs between ground and air forces
in a non-nuclear limited war,
see Case 2
Transportation, possible systems anal-
vses of, 21
TSC, see Total system cost
Tumaround time, 195
Two-variate estimating reiationship,
126-127
Two-variate linear equations, see Curve-
fitting methods

Uncertainties involving military
intelligence, 246
Uncertainty, 1, 12
about values of explanatory vari-
ables, 160-163
cost sensitivity analysis, 215-217
development of improved methods
and techniques for dealing with,
306
difference between risk and un-
certainty, 202-203, 226-227
in force-mix analysis, 92
future state of the world, 158-159,
162, 165
state-of-the-world, 212-213
statc-of-the-world. HPD example, 189
statistical, 12, 158-159

treatment of, 11-13, 74, 201-217
see ai~o P.equirements uncertainty;
Cost-estimating uncertainty;
and Discounting
Vndervaluing future outputs, tendency
of government to, 222-223
Undiscounted cost, see Time preference
assumptions
Uniform dispersion of date assumptions, 150
Unit equipment, 172
Unit of measure, 31
Utility, see Effectiveness
Unspecified differences in ccmparing
altemnatives, 48
Useful life, see Residual value

Value of the alternatives, 29, 50

Variable, explanztory (cost generating), 101
Variance of the disturbance, 155
Versatility, see Policy level criteria

War-gaming, severe constraints on tradi-
tional, 286-287
Wartime costs, 241
contained in “peacetime costs,” 235-236
cost of war differs from elements of
wartime cost contained in peacetime
costs, 238
distant-future, non-nuclear limited war
scenario, 236-237
“peacetime costs’” defined, 23§
relevancy in systems analysis, 235
wartime readiness reserve stocks, 235,237
Water-resource development, possible systems
analysis of, 20
Weapun System X, 101
Weapon-target matrix, 257 (Fig.)
with a distance measurs added, 258 (Fig.)
Wrong format, see Data base deficiencies
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Rand maintains a aumber of special, subject bibliographies containing abstracts of
Rand publications in fields of wide current interest. The following bibliographies are
available upon request:

Africa « Arms Control « Civil Defense « Combinatorics
Communication Satellites « Communication Systems « Comn:unist China
Computing Technology « Decisionmaking « East-West Trade
Education « Foreign Aid « Health-related Research « Latin America
Linguistics « Long-range Forecasting « Maintenance
Mathematical Modeling of Physiological Processes « Middle East
Policy Sciences « Pollution « Procurement and R&D Strategy
Program Budgeting «+ SIMSCRIPT and Its Applications « Southeast Asia
Systems Analysis « Television « Urban Problems « USSR
Water Resources » Weather Forecasting and Control

To obtain copics of 1hese bibiiographies, and to receive information on how to obtain
copies of individual publications, write to: Communications Department, Rand,
1700 Main Street, Santa Monica, California 90406.
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